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1 Introduction to continuum theories

Continuum theories belong to the class of physical models in which …elds of relevant phys-
ical quantities are de…ned on di�erentiable manifolds and are su�ciently smooth. This
mathematical speci…cation means that in a continuum we do not use notions of material
points with a …nite mass, that functions are de…ned on a common domain and they can
be di�erentiated, that some physical properties which appear in small dimensional scales
(smaller than the length of waves described by a continuous model) cannot be described
by a continuum. The latter property means that continuous models are long-wave ap-
proximations of systems made of real particles. We shall not discuss these limitations in
these notes (however, compare [98]) but it should be mentioned that, in spite of them,
some continuous models are useful even in such extreme cases as modeling of elementary
particles.

1.1 Reminder of tensor calculus

Continuous modeling is based on the vector and tensor analysis on Euclidean spaces.
Before we proceed to thermodynamics, primarily in order to …x the notation, we present
some basic mathematical properties of this tool.
There are many references to the subject of tensor calculus. Even though not complete

and up-to-date it is worth to recommend the classical works [78], [52] and in reference
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to applications in continuum mechanics [27]. Modern brief presentation can be found in
Appendix: Elementary Tensor Analysis to the book [44].
Continuum mechanics presented in these Notes is based on the geometry of the three-

dimensional Euclidean point space E3. Points of this space, say, xy de…ne vectors
v = x� y which belong to a three-dimensional vector space V3 called the translation
space. For this reason, the main notions of the vector calculus will be presented for such
spaces.
De…nition: A vector space V is a set with two operations:
1) 8uv 2V : u+ v 2V and this operation is called addition,
2) 8 2 <v 2V : v 2V and this operation is called multiplication of the vector v

by the real number .
These operations satisfy the following rules for any vectors uvw 2V and any real

numbers  2 <:
1) u+ v = v + u
2) u+(v +w) = (u+ v) +w
3) there exists a null vector 0 2V such that 8v 2V : v+ 0 = v,
4) for any v 2V there exists �v 2V such that v+ (�v) = 0,
5) 8  2 <v 2V :  (v) = () v,
6) 8  2 <v 2V : (+ )v = v+v,
7) 8 2 <uv 22V :  (u+ v) = u+v,
8) 1v = v.
As already mentioned, in theories of continua we deal with three-dimensional vector

spaces. In general, the dimension  of the space V is introduced by means of the notion
of the set of linearly independent vectors which forms the basis.
De…nition: A set of vectors fv1 vg is said to be a basis of V, if
1) the vectors of this set are linearly independent, i.e. for any 1   2 <, if

1v1 +  + v = 0 then 1 =  =  = 0,
2) it spans the space V, i.e. for any vector u, this vector can be written as a linear

combination of fv1 vg.
The latter means that this set cannot possess more than  elements. The number  is

called the dimension of the space and, to indicate this property we often write V instead
of V .
Obviously, there are many choices of the basis. We usually use for the basis vectors

the notation fg1  gg and write for an arbitrary vector u which in the -dimensional
space must be a linear combination of basis vectors,

u =

X

=1

g u g1  g2V dimV =  (1)

In addition to the above two operations the vector spaces are endowed with a bilinear
operation which we call the inner (scalar) product. This operation allows to introduce
the notions of the length of the vector and of the angle between two vectors.
De…nition: An inner (scalar) product is the map

 : V � V ! < (2)

with the following properties
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1)8uvw 2V   2 < :  (u+vw) =  (uw) +  (vw) 
2) 8uv 2V :  (uv) =  (vu) 
3) 8u 2V :  (uu)  0 if u 6= 0
We use the following standard notation for this operation

 (uv) = u � v (3)

De…nition: The length (norm) of the vector v 2V is de…ned as

jvj � kvk =
p
v � v (4)

Spaces with such a norm are called Euclidean vector spaces.
The notion of the angle between two vectors is introduced on the basis of the following

Schwarz (triangle) inequality
ju � vj � juj jvj  (5)

Due to this inequality we can de…ne the cosine of an angle  between vectors uv in the
following manner:
De…nition: For any non-zero vectors uv, the angle between u and v (uv) 2 [0] 

is de…ned by
cos  (uv) =

u � v
juj jvj  (6)

Two vectors are orthogonal if  = 2. Obviously, two vectors uv are orthogonal if
and only if u � v = 0
A vector v is called the unit vector if jvj = 1 The projection of a vector u on the

vector v is then de…ned as juj cos  (uv), or as u � e, where e is the unit vector in the
direction of the vector v, de…ned by the relation e = v jvj.
Let fg  = 1  g be a basis of V . Then the scalar product

 = g � g (7)

is called the covariant metric tensor . This name is related to metric properties of the
point space E for which V is the translation vector space. We come back to this point
later.
Let us consider the scalar product of two vectors uv in the above basis. We have

u � v =
�
g
�
�
�
vg
�
=  (8)

We have used the following summation convention.
Summation convention. If an index in the multiplicative term of the expression is

repeated once (and only once!), a summation over the range of this index is assumed.
For instance

g =
X

=1

g  =
X

=1

X

=1

 (9)

The basis vectors, fg  = 1  g, are usually related to the system of coordinates in
the point space E  They are chosen to be tangent to parametric lines along which all but
one coordinate remain constant. We return later to this relation. However, such a relation
indicates as well that one can also introduce another set of vectors, fg  = 1  g which
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are perpendicular to parametric surfaces on which all but one coordinate change. Such
vectors are chosen to be perpendicular to these surfaces. Consequently, they must satisfy
the following relation

g � g =  (10)

where  is called the Kronecker delta de…ned by

 =

�
0 if  6= 
1 if  = 

(11)

From this construction we obtain

v � g =
�
g
�
� g =  (12)

It can be easily shown that the set fg  = 1  g forms the basis of V . It is called
dual to fg  = 1  g. The …rst one is the contravariant basis and, for this reason, the
corresponding components  of the vector v are called contravariant while the second
one is called covariant basis and the corresponding components  = v � g are called
covariant. The contravariant metric tensor

 = g � g =)  = 

 (13)

together with the covariant metric tensor  allow to raise and to lower the indices

 =   = 
 (14)

In a particular case of the orthogonal basis of unit vectors fe  = 1  g – the basis
is then called orthonormal,

e � e =  (15)

we do not have to distinguish between contravariant and covariant components: 
�
= 

( �= means that the relation holds only for a particular choice of the basis or of the frame).
This is the characteristic feature of the basis of Cartesian coordinate systems. Further
in these Notes we usually distinguish between subindices and superindices even for such
coordinates, but there may be some exceptions related to quotations from the literature.
Now we proceed to construct objects which are of primary importance for continuous

models. They describe, for example, deformations and tensions in materials. Let us
consider two vector spaces U and V possessing properties described above. A function
T : U ! V is called the linear transformation from U to V if for any uv 2U and  2 <

T (u+v) = T (u) + T (v)  (16)

If TS are two such linear transformations then we de…ne their addition S+T and scalar
multiplication T which satisfy the following conditions

(T+ S) (v) = T (v) + S (v)  (17)

(T) (v) = T (v) 

With these operations the space of all such linear mappings becomes also a vector space.
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The simplest linear transformation satisfying the above conditions is the tensor product
of two vectors. It is de…ned by the relation

8w 2 U : (v� u) (w) = (u �w)v v 2V  u 2U  (18)

Such products are also called simple tensors (sometimes called the dyadic products). One
can show that any linear transformation can be represented by a linear combination of
simple tensors:
Proposition: Let fg  = 1 g and fG  = 1 g be bases of V and U , respec-

tively. Then any linear mapping T: V ! U can be written in the form

T = g �G (19)

The coe�cients   are called the contravariant components of the mapping T. Certainly,
we can easily introduce covariant and mixed components using the relations

  = 
    =     = 

   = G �G  (20)

Linear transformations of the vector space V into the same vector space V are called
the second-order tensors. We skip further the parenthesis in writing second- order tensors.
For instance, relations for components of the mapping T will be written in the form

  = g �T (G) � g �TG (21)

Now, the bases fg  = 1 g and fG  = 1 g are the bases of the same space V .
The components of the tensor T = g�g form the matrix representation of the tensor

�
 
�
=

2
4
 11  12  13

 21  22  23

 31  32  33

3
5  (22)

We can de…ne the composition of two second-order tensors TS by the relation

8v 2V : S �T (v) = S (T (v)) � STv =   e (23)

where the orthonormal basis fe  = 1  g is used.
We shall not present any further details of the tensor calculus referring the reader to,

for instance, the book of I-Shih Liu. We use the standard notation for the transpose, the
trace and the determinant of the second-order tensor

T =  e � e trT =   detT = det [ ]  (24)

In these Notes we use only vectors and tensors for three-dimensional Euclidean point
spaces. Then we can use the Cartesian frame of coordinates with the orthonormal basis
fe  = 1 2 3g. For such tensors we have

 
�
=  

�
=  

�
=  (25)

We consider the eigenvalue problems of the form

(T�1)k = 0 1 = e � e (26)
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where  are eigenvalues following from the equation

det (T�1) = �3 + 2 �  +  = 0 (27)

 = trT  =
1

2

�
2 � trT2

�
  = detT T2 = TT

where      are called the principal invariants of the tensor T, and k are the
right eigenvectors of the tensor T.
Obviously, if ()   = 1 2 3 denote solutions of the characteristic equation ( 27) then

 =

3X

=1


()
   = 

(1)
 

(2)
 + 

(2)
 

(3)
 + 

(1)
 

(3)
   = 

(1)
 

(2)
 

(3)
 

In the three-dimensional spaces the second-order tensors satisfy in the Cartesian frame
the following
Cayley-Hamilton Theorem:

T3 � T2 + T� 1 = 0 (28)

This Theorem shows that all powers of the second-order tensor higher than two can
be expressed by the tensors 1TT2 and the principal invariants. The theorem holds also
true for the higher dimension  with the corresponding change of powers 1 T�1 and
invariants.
We use often the notion of the vector product. This notion can be easily introduced

in the three-dimensional vector spaces but some problems appear, for instance, in the
case of two-dimensional spaces. For this reason, we introduce …rst the notion of exterior
product.
De…nition: For any vu 2V, the exterior product of u and v, denoted u ^ v, is

de…ned by
u ^ v = u� v� v � u (29)

Obviously, this operation is skew-symmetric

v ^ u = �u ^ v (30)

Matrix representation of this tensor in the Cartesian frame

u ^ v =
�
 � 

�
e � e (31)

shows that the dimension of the space of these mappings is  (� 1) 2, i.e. for  = 2
it is 1 and for  = 3 it is 3 Consequently, in the second case, we can introduce a vector
representing the exterior product. We can de…ne

w = 
e = (32)

=
1

2

�
 � 

�
e

where

 =

8
<
:

1 for even permutations 1! 2! 3
�1 for odd permutations 1! 3! 2

otherwise,
(33)
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is the permutation symbol. Obviously

u ^ v =
�
 � 

�
e � e (34)

which means that (32) has the form

w =
1

2
e (u ^ v)  e = e

 � e � e (35)

From the de…nition the vector w is perpendicular to both u and v. Bearing the following
identity in mind



 =  �  (36)

we have from (32)

w �w = jwj2 = (u � u) (v � v)� (u � v) (u � v) cos2  (uv) = (37)

= juj2 jvj2 sin2  (uv) ) jwj = juj jvj sin  (uv) 
Hence, the length of the vector w is given by the relation known from the elementary
vector calculus. Certainly, we use the following notation for the vector (cross) product

w = u� v (38)

The relation (35) allows to de…ne the vector product of vectors also in the two-
dimensional vector space V2. Obviously, this operation produces a vector which does
not belong to V2. A simple example is the vector product of two vectors tangent to a
surface at a given point. Such a product is a vector perpendicular to the surface.
Let us complete the remarks on tensor calculus with a brief presentation of frames

of reference in E3. Any given point of this space can be written as a function of three
coordinates

x = x
�
1 2 3

�
 (39)

Parametric lines C are curves which contain points for which two of the three coordinates
are constant

C1 =
�
xj 2 =  3 = 

�
  (40)

Local basis vectors g are de…ned as derivatives of equations of parametric curves

g =
x


 (41)

Consequently, they are tangent to parametric curves. The in…nitesimal line element 
at a point x 2E3 in an arbitrary direction is de…ned by the di�erential

2 = x�x =  = g � g (42)

This justi…es the name: metric of the tensor . It speci…es the length of an arc between
the two values of the parameter , say 1 and 2, in the space E3 :

R 2
1
.

In the case of Cartesian frames of reference we have

x =e e � e =   (43)

and the basis vectors e are independent of the point x 2E3 This is the characteristic
property of Euclidean spaces in which the so-called parallel transport of vectors allows
to identify all vector spaces V3 in contrast to general manifolds where they are de…ned
individually for all points x of the manifold (compare vector spaces of a two-dimensional
surface which form tangent planes at each point of the surface).
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1.2 Geometry and kinematics of continua

Thermodynamics of continua is based on four fundamental principles

1. Continuity,
2. Balance equations,
3. Local action,
4. Thermodynamical admissibility.

The principle of continuity means that we consider functions on a three-dimensional
manifold B0 called a body which satisfy certain mathematical assumptions on the continu-
ity with respect to the volume measure de…ned on this manifold (for details see: [85], [95],
[91]). These assumptions yield the existence of densities. For example, instead of mass of
material points of the classical mechanics we deal with masses of subbodies which are cer-
tain three-dimensional subsets of B0. Such masses are given by integrals of mass densities
over subbodies. In continua it does not make any sense talking about a mass of a material
point. The material point X 2B0 is only a geometrical notion and densities (…elds) of a
continuum are functions of these points and of the time . Values of these functions have
no direct physical meaning known from the classical mechanics. We speak about mass
density, momentum density, energy density, etc. but we measure in laboratories their
integrals over …nite volumes – masses, momenta, energies, etc. of subbodies.
Continuity means that densities are continuous functions of the point X of the body

and of time  except of sets of points X of volume measure zero. This means that these
functions may possess …nite discontinuities on surfaces, lines and at separate points. This
is, for example, the case when we consider boundaries between di�erent media, propaga-
tion of waves or interfaces between di�erent phases of chemically the same material. We
return to this point later.
The continuity assumption means as well that we consider a special form of changes of

the shape of the body due to motions. The motion is de…ned by a di�erentiable global
mapping (di�eomorphism) of the manifold B0 on the three-dimensional Euclidean space
<3. This space is called the space of con…gurations. For our purposes we can identify the
body B0 with a domain in this space occupied by the body at a chosen reference time,
say 01. Then the function of motion

f ( ) : B0 � T !<3 (44)

de…nes for each instant of time  2 T a current con…guration of the body. The derivative
of this function with respect to X is called the deformation gradient F (X t) (see: Fig.1)
and the derivative with respect to time is the velocity v (X ) at the material point X
We discuss these notions further in details. The deformation gradient is a linear mapping
de…ned on the so-called tangent space to the material manifold and it de…nes material
vectors essential for the description of deformations of the body.
We assume that the mapping f ( ) is invertible which means that each position x can

be occupied only by one material point X. This requires

detF 6= 0 (45)

1Certain models do no not admit such an identi…cation. For example, there are continuous models of
dislocations which require a more general structure of the manifold than this indicated by the Euclidean
space (see: the collection of papers [57]).
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Fig. 1: Local con…guration of a continuum

The existence of a continuous function of motion f imposes severe limitations on
possible motions of the body. For instance, a creation of new surfaces (opening of a
crack in solids, tearing or a creation of vortices) is forbidden by the topological continuity.
Also the description of strong mixing (e.g. cigarette smoke in the air) is not possible.
The second principle – balance equations – means that some most fundamental

quantities appearing in models of the continuum satisfy relations describing their time
changes in terms of surface and volume supplies. In thermomechanical models which we
consider in this course these quantities are: mass density, momentum density, angular
momentum density, energy density and entropy density. In particular cases balance equa-
tions become conservation laws of mass, momentum, angular momentum and energy.
We discuss further the detailed structure of these equations. Apart of balance equations
a particular model may contain additional equations such as evolution equations of in-
ternal variables but we assume that the above listed conservation laws are unconditionally
satis…ed in any model. The violation of conservation laws of mass, momentum or energy
leads to perpetuum mobile, i.e. the system may do a useful work without any time limit
and without any supply from the surrounding. Even though it may not be excluded in
a microscopic world described by a quantum theory the existence of perpetuum mobile
contradicts our macroscopic observations.
The principle of local action requires that a reaction of the body on external actions

is transmitted to material points by interactions of parts of the body through surfaces of
contacts, i.e. a reaction of each material point is limited to an in‡uence of its in…nitesimal
neighborhood. Direct interactions of two or more material points at …nite distances are
not possible. Consequently, such actions as gravitational forces between parts of the body
or Coulomb electromagnetic interactions are not modelled by a continuum. Attempts to
include these nonlocal interactions failed and only some approximations of such actions
by the so-called higher gradient theories are possible without the violation of some basic
mathematical assumptions of the continuum. We discuss this problem within the subject
of constitutive (material) relations.
Finally the principle of thermodynamical admissibility re‡ects the requirement that

the second law of thermodynamics and certain thermodynamical stability con-
ditions are satis…ed. These will be one of the main subjects of this course.
We proceed to discuss the geometry of the body changing in time due to the motion.

As already mentioned the current con…guration of the body is de…ned by the function f .
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Let us choose an arbitrary smooth curve C0 in the initial con…guration B0 and investigate
its current image C := f (C0 ) � fx 2<3jx = f (X ) X 2C0g  It is convenient to write
the equation of C0 in the parametric form

X = X ()  (46)

where  is the parameter de…ning the distance along the curve. Then the vector

T =
X


 (47)

is a unit vector (i.e. T �T = 1) tangent to the curve. The in…nitesimal vector

X = T (48)

is then also tangent to the curve C0. According to the de…nition of the current image C
its tangent in…nitesimal vector x is given by the relation

8X 2C0 : x =(Grad f) X � t t := FT F :=Grad f  (49)

where F is the deformation gradient at the point X and the instant of time . Hence the
in…nitesimal vectors x tangent to the curve C which deforms with the body are given by
a linear transformation of the in…nitesimal vector X. This transformation is de…ned by
the quadratic matrix which is given by components of the deformation gradient F. It is
easy to be seen in the representation in Cartesian coordinates which are admissible due to
the assumption that con…guration spaces are Euclidean. If we choose the unit orthogonal
basis vectors feg   = 1 2 3 for the initial con…guration and feg   = 1 2 3 for the
current con…guration then the above relations can be written in the form

X = e = e (50)

x = e = e  :=   F =e � e 

The tangent vector t is the current image of the vectorT and it is given by the rule de…ned
by the relation (49). This rule of transformation de…nes the so-called material vectors.
Not all vectors transform according to this rule and we see an example of a di�erent rule
of transformation in the sequel.
The most important property of the above transformation is that it is independent of

the choice of curve going through a chosen point X. The deformation gradient F depends
only on X and  and de…nes the transformation of an arbitrary tangent vector T located
at the point X. We say that the gradient F considered as a mapping maps a tangent
space at point X into the tangent space at the point x = f (X ).
Let us consider the transformation of a vector which is perpendicular to a material

surface S0. Such a surface is de…ned as a collection of material curves and, for simplicity,
we assume that it is parametrized by two orthogonal families of such curves. At a chosen
point X we consider two orthogonal parametric curves whose unit tangent vectors are T1

and T2, respectively. Then a unit vector perpendicular to the surface S0 is given by the
vector product

N = T1 �T2 (51)
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This surface in the current con…guration S has at the point x = f (X) the following
tangent and unit orthogonal vectors

t1 = FT1 t2 = FT2 n =
t1 � t2
jt1 � t2j

 (52)

Simultaneously we have

(t1 � t2) � e = 12 = 12 =

= 
�1
12 = 

�1
 12 =

= 
�1
   := detF  0

where   are permutation symbols (i.e. they are either �1 for even and, respec-
tively, odd transformation of di�erent indices, 1 2 3, and zero for equal two indices). The
above relations follow easily from the representation of the vector product in the form of
the determinant. Consequently

n =
F�N

jF�Nj  (53)

This is the rule of transformation for unit vectors perpendicular to material surfaces (i.e.
normal vectors).
The Jacobian  , as we see further determines changes of in…nitesimal volume elements

caused by the transformation from the reference to current con…guration. Its value for
the identical mapping is equal to one. According to the condition (45) it cannot cross the
line of zero values and consequently, due to continuity, it must be positive:   0.
As already mentioned the transformation of vectors X caused by the motion deter-

mines local deformations of the body. We need only changes of length of in…nitesimal
vectors in an arbitrary direction in order to …nd the local changes of the size and shape
of material elements. These length changes follow from the relation

x�x = (FX) � (FX) = X �CX C := FF = C  detC = 2  0 (54)

where the symmetric tensorC is called the right Cauchy-Green deformation tensor. There
arises the question what happens to nine components of the deformation gradient F if
six components of C are su�cient to describe the deformation. The answer is given by
the polar decomposition theorem: under the assumption of nonsingularity of motion (45)
there exists a unique decomposition of the deformation gradient of the following form2

F = RU R�1 = R  U = U (55)

i.e. there exist a unique orthogonal tensor R (it rotates vectors without changing their
length) and a unique symmetric stretch tensor U whose product is equal to the deforma-
tion gradient.
The proof of the theorem is easy and, simultaneously, it shows the procedure of calcu-

lating these two tensors. In order to take the square root of a tensor we have to represent
it in the diagonal form. We show further that U is the square root of C. The diagonal

2the dual form F =VR R�1 = R  V = V holds true as well.
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representation of C is provided by the solution of the eigenvalue problem. Namely, for
the right Cauchy-Green tensor we have the following eigenvalue problem

(C� �1)K = 0 (56)

where the eigenvalues  satisfy the characteristic equation

3 � 2 +  �  = 0  = trC  =
1

2

�
2 � trC2

�
  = detC (57)

and    are the so-called principal invariants of C. Hence, there exist three eigen-
values   = 1 2 3, and due to the symmetry of C they are all real. They are called
principal stretches. The corresponding three unit eigenvectors K

 are linearly indepen-
dent and this yields the following spectral representation of the deformation tensor C

C =

3X

=1

K

 �K

  (58)

Simultaneously for the stretch tensor U we have the following eigenvalue problem

(U � �1)K = 0 (59)

If we multiply this relation by U from the left and use (56) we obtain

�
C� �21

�
K = 0 =)  =

p
  K = K  (60)

where we have used the relation
C = U2 (61)

This means that the spectral representation of the stretch tensor is as follows

U =
3X

=1

p
K �K (62)

As both the determination of C as the product of the deformation gradient F with itself
and the solution of the eigenvalue problem for C are straightforward the above relation
determines easily the stretch tensor U = C12. It remains to …nd the inverse of U and we
have

R = FU�1 =) RR = U�1FFU�1= U�1CU�1 = 1 (63)

and, consequently, R is orthogonal.
The above considerations show that local changes of geometry are given only by the

tensor U and, consequently, by the tensor C. The orthogonal tensor R possesses, of
course, 3 independent components (e.g. Euler angles) and it determines local rotations
as an in…nitesimal material element were a rigid body.
Depending on a particular application there are many possibilities to de…ne deforma-

tion tensors. They are all equivalent. Some of them are quoted in the Table 1 (for the
extensive history of the subject of deformation measures see: [87]).
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Table 1: Measures of deformation

Name De…nition Eigenvalues Eigenvectors Author
right Cauchy
-Green

C FF 2 � 2 K �K G. Green, 1841

left Cauchy
-Green (Finger)

B FF 2 k � FK J. Finger, 1894

right stretch U C12  K Euler?

left stretch V B12  k Euler?

Cauchy c B�1 12 k L. A. Cauchy, 1827

Green-St.Venant
(Lagrange)

E 05 (C� 1) 05
�
2 � 1

�
K A. de St.Venant, 1844

Almansi-Hamel
(Euler)

e 05 (1� c) 05
�
1� 12

�
k E. Almansi, 1911

Piola C�1 12 K G. Piola, 1833

We proceed to discuss kinematics of the continuum. The main notions are the velocity
…eld v (X) and the acceleration …eld a (X ). They are de…ned by the following relations

v (X ) =
f


(X )  a (X ) =

v


(X )  (64)

Another quantity frequently appearing in the theory of continuous bodies is the gra-
dient of velocity L. It is de…ned by the time derivative of the deformation gradient F

L =
F


F�1 (65)

Later we discuss this notion in some details.
In relation to kinematics of the body it is useful to introduce a certain transformation

group which has a great in‡uence on the construction of constitutive relations. Namely,
it is assumed that material properties of bodies cannot change by changing the reference
frame in such a way that distances of material points in the con…guration space remain
unchanged. If we introduce two reference systems, say, with position vectors without and
with star – in Figure 2 we demonstrate such systems without a rotation of the body –
then we require that in both systems the distance between two arbitrary points of the
body must be the same. Vectors r2 � r1 r

�
2 � r�1 may not be the same due to the rigid

rotation of the body but for both reference systems (observers) we have

jr2 � r1j = jr�2 � r�1j  (66)

This is the property of the con…guration space which we call isometry. The most
general form of the transformation which leads to the relation (66) is as follows

x� = O ()x+ c ()  O = O�1 (67)

where O is an arbitrary time dependent orthogonal tensor and c an arbitrary time depen-
dent vector. This class of transformations forms an isometry group and each member of
this group is called an Euclidean transformation. We require that material properties are
independent of the choice of two reference systems which di�er on the isometry transfor-
mation. Incidentally, the transformation in whichO and c are constant is called Galilean.
Classical equations of motion are invariant with respect to these transformations.
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Fig. 2: Change of a reference system in Euclidean spaces

It is useful to check the transformation properties of objects which we were discussing
in this Section. After easy calculations we obtain

f� (X ) = O () f (X ) + c () 

v� = Ov+ _Ox+ _c _O :=
O


 _c :=

c




F� = OF

C� = C B� = OBO  (68)

a� = Oa+ 2 _Ov + �Ox+ �c �O :=
2O

2
 �c :=

2c

2


L� = OLO +� � := _OO



Scalars which do not change due to the transformation (67): � = , vectors which
change according to the rule: b� = Ob, and tensors which transform according to the
rule: T� = OTO are called objective. Hence in the above quoted examples B is ob-
jective, F behaves like a collection of three objective vectors (objects in parenthesis):
F = (e)e , C behaves like a collection of six scalars . The remaining objects
are nonobjective. It is convenient to write them in the form in which the deviation from
the objectivity is better exposed. For the velocity and acceleration we have

Ov = v� �� (x� � c)� _c � := _OO

 � = �� (69)

Oa = a� � 2� (v� � _c) +�2 (x� � c)� _� (x� � c)� �c

where the antisymmetric tensor � denotes the spin matrix (matrix of relative angular
velocities of both reference systems). The contributions to the acceleration are called:
2� (v� � _c) – Coriolis, ��2 (x� � c) – centrifugal, _� (x� � c) – Euler and �c – relative
translational accelerations, respectively. They play an important role in the description
of motion with respect to the so-called noninertial reference frames.
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It is also convenient to separate objective and nonobjective contributions to the ve-
locity gradient L

L = D+W

D =
1

2

�
L+ L

�
= D  D� = ODO  (70)

W =
1

2

�
L� L

�
= �W  W� = OWO +�

Hence the stretching tensor D is objective and the spin tensorW is nonobjective.
Finally, we consider the problem of the so-called objective time derivatives. This prob-

lem appears in constructions of constitutive laws.

Fig.3: Relative deformation gradient

Let us begin with the analysis of a change of the reference con…guration. This is
demonstrated in Fig. 3. The purpose is to use the current con…guration at the instant of
time  as the reference con…guration for the motion in the vicinity of the instant . The
function of motion de…ned on the current con…guration will be denoted by f ( ). For an
arbitrary point � in the con…guration at the instant of time  it is given by the following
relation

� = f
�
f�1 (x )  

�
= f (x)  (71)

Corresponding deformation gradients are as follows

� = F (X  ) X = F
�
f�1 (x )  

�
F�1
�
f�1 (x )  

�
x = (72)

= F (x ) x =) F (� ) = F
�
f�1 (�  ) 

�
 F (�)j= = 1

with an appropriate change of variables given by (71). The quantity F (x ) is called the
relative deformation gradient with respect to the current con…guration.
In order to see time changes at the current con…guration we investigate a material

vector Q (X). Its images in two instances of time  and  are as follows

q (x ) = F
�
f�1 (x )  

�
Q
�
f�1 (x )

�


q (�  ) = F
�
f�1 (�  )  

�
Q
�
f�1 (�  )

�
=) (73)

=) q (x ) = F�1 (� )q (�  )
��
=f�1 (x )


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We de…ne the time derivative of q (x ) as a limit  !  of the time derivative of q (�  ).
In this way we account for time changes due to explicit dependence on time, due to the
changes of position of the material pointX as well as due to rotation of basis vectors along
the trajectory. Such an operator is called Lie derivative related to the …eld of velocity v
(for mathematical foundations of this notion see: [80]). We have

Lvq (x ) =

�
F�1 (� )q (�  )

�



�����
=

=

=
q (x )


+ v� gradq (x ) +


�
F�1 (� )

�



�����
=

q (x ) 

Bearing (72) in mind we get

F�1 F


= 0 =
F�1


F + F
�1


F


=) F�1


= �F�1
F


F�1 

i.e.

�
F�1 (� )

�



�����
=

= �F (f
�1 (x )  )


F�1
�
f�1 (x )  

�
= �L (x ) 

Hence

Lvq (x ) =
q (x )


+ v� gradq (x )� L (x )q (x ) � (74)

� _q� Lq _q =
q (x )


+ v� gradq (x ) 

It is easy to check that this derivative is objective, i.e.

Lvq� (x� ) = O ()Lvq (x )jx=Ox�  (75)

In the similar way we can de…ne the time derivatives for material tensors of the second
order. For example, one can introduce the following Rivlin-Ericksen tensors describing
the rate of deformation

i/ as the time derivative of the right Cauchy-Green tensor _C is nonobjective
one de…nes the Lie derivative of the relative Cauchy-Green tensor

C () = F ( )F ( ) =) A1 () =
 ()



����
=

= L + L =2D (76)

ii/ higher order Rivlin-Ericksen tensors

A () = C()
 () =

C ( )



����
=

  = 1  (77)
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In the same way one can introduce objective time derivatives of nonmaterial vectors
and tensors. For instance, the time derivative of a unit vector orthogonal to a material
surface has the following form

n (x) = F� ()F ()n (� )
��
X=f�1(x)
=f(X )

=) (78)

=) Ln = _n+ Ln _n :=
n


+ v� gradn

Let us mention in passing that the time derivative (_) introduced above is the so-
called material time derivative. It describes time changes along trajectories of material
points and it is applied in the Eulerian description which we discuss in the next Section.
There exist many modern textbooks on continuum mechanics which can be used as

amendment to the above presentation. To quote just a few: Rather sophisticated matem-
atically but with many examples is the book of J. E. Marsden and T. J. R. Hughes [50]. A
brief description of foundations and many examples of material laws for nonlinear elastic
solids can be found in [4]. Applications of the code Mathematica to nonlinear problems
of continuum mechanics are presented in the book [64]. An extensive presentation of the
linear acoustics following from the theory of continuous media contains the book [15].
Rigorous transitions from the general continuum to theories of elastic rods and plates can
be found in [2].

2 Balance equations

2.1 Balance equations in Lagrangian description

As we have already mentioned in the …rst Section fundamental quantities describing ther-
momechanical processes such as mass, momentum, angular momentum, energy and en-
tropy satisfy balance equations. These notions are de…ned on a family of measurable
subsets of the body B0. Let us choose a member of this family, say P � B0. Then �(P  )
denotes any of the above quantities prescribed to the subbody P at the instant of time .
It is the quantity which can be measured in laboratories. It is assumed that the set func-
tion �( ) is additive, i.e. for two subbodies P1 and P2 which are separate P1 \ P2 = ;,
�(P1 [ P2 ) = � (P1 ) +� (P2 ). For instance, the energy of two subbodies which are
not overlapping is the sum of energies of both subbodies. This assumption is usually a
bit weaker in order to admit a concentration of energy on interfaces. We skip here these
details. In addition, it is assumed that this set function is continuous with respect to the
volume measure, i.e. there exist a constant  such that for any subbody P

j� (P )j �  volP  (79)

where volP is the volume of P. According to the measure theory, these two assumptions,
additivity and continuity, yield the existence of the density  (X )  X 2B0 (the so-
called Radon-Nikodym derivative) such that

�(P  ) =
Z

P
 (X )  (80)
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where on the right hand side we have the so-called Lebegue integral. The above repre-
sentation is the most fundamental feature of continuous models. It is obvious that the
requirement of additivity eliminates long-range interactions from the model (compare re-
marks in Section 1). A contribution of such interactions would mean, for instance, that
the energy of two separate subbodies would not be equal to the sum of energies of both
subbodies but it would contain as well an energy of interaction.
The quantity � is assumed to satisfy the balance equation

8P
�


(P  ) = �S (P  ) + �P (P  )  (81)

where �S describes the ‡ux of the quantity � through the surface P of the subbody P
and �P is the sum of the volume supply of the quantity � from the external world and
of the production of � in the subbody P . These two functions are assumed to satisfy
axioms similar to (79) and, consequently, it can be proved that they possess the following
representations

�S (P ) =
I

P
S (X )  �P (P  ) =

Z

P
[ (X ) + ̂ (X )]  (82)

where S is the ‡ux density per unit surface and unit time of the …eld density ,  is
the density of the volume supply of  and ̂ is the production (source) per unit volume
and time of the …eld 3.
Additionally it is assumed that the surface P is orientable and the dependence of the

‡ux S (X ) on the surface reduces only to the dependence on the unit vectorN (X ) or-
thogonal to the surface at the pointX and oriented outwards, i.e. S (X ) =  (NX ) 
Then one can show the following
Cauchy Theorem: there exists a function � (X ) such that

S (X ) = � (X ) �N (X )  (83)

It means that S is a linear homogeneous function of the unit vector N. We prove
this property.
We show …rst that S changes sign when the surface changes orientation: N!�N.

We divide a subbody P into two subbodies P1 and P2, P1 [ P2 such that they have a
common part of the boundary S. This surface has the outward orientation N for P1 and,
consequently, it has the outward orientation �N for P2. Then the balance equation has
the form





Z

P1[P2
 =

I

P
S +

Z

P1[P2
[ + ̂] 

Using the balance equations for P1 and P2 separately we obtain
Z

S
S = �

Z

S
�S

3The di�erence between the volume supply  and the production ̂ can be recognized only in relation
to the constitutive de…nition of the material. Then the volume supply is a quantity which is controlled
from the external world – it can be, for instance, switched o�, and the production (source) is controlled
by constitutive variables which characterize a particular material.
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where �S indicates the opposite orientation of the surface. Hence S = ��S or, bearing
the assumption on dependence on the normal vector in mind,

 (NX ) = � (�NX )  (84)

Now we are in the position to prove the linearity of the above function with respect to
N. As this function is de…ned only for unit vectors we de…ne …rst the following extension
on the space V3 of arbitrary vectorsW

~ (WX ) =

(
jWj

�
W
jWj X 

�
forW 6= 0

0 forW = 0
(85)

We show that this extension is the linear function with respect toW, i.e. for two arbitrary
numbers  and  we have ~ (W1 + W2X ) = ~ (W1X ) + ~ (W2X ). This
condition can be replaced by the following two conditions:

i/ for any real number  and any vectorW: ~ (WX) = ~ (WX) 
ii/ for any two vectors W1W2: ~ (W1 +W2X) = ~ (W1X) +

~ (W2X) 

It is clear that the function (85) satis…es the above conditions for either  = 0 or
W = 0 or   0W 6= 0. Hence we con…ne our interest to the case   0 andW 6= 0.
We have

~ (WX ) = ~ (� jjWX ) = jj ~ (�WX ) =

= � jj ~ (WX ) = ~ (WX ) 

which proves i/.
In the case of linearly dependent vectorsW1W2 the property ii/ reduces to i/. There-

fore we assume that these vectors are linearly independent. Let

W3 = � (W1 +W2)  (86)

Let us consider a triangular block P, containing X, with the faces S1S2S3 normal to
W1W2W3, respectively, and the two parallel end triangles S4S5 apart by the distance
 (Fig. 4). Let  be the height of the triangles S4S5 and   = 1 2 3 be the areas of S.
From the construction of the block we have

1
jW1j

=
2

jW2j
=

3

jW3j
 (87)

The balance equation written for P yields

1



Z

P

�



�  � ̂

�
 � 1



Z

S4[S5
 (NX )  =

=
1



3X

=1

Z

S


�
W

jWj
X 

�

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Fig. 4: Triangular block used in the proof of Cauchy’s Theorem

It is easy to see that volP and 4 5 are of the order 2 whereas   = 1 2 3 is of
order . Hence, we obtain

lim
!0

3X

=1

1



Z

S


�
W

jWj
X 

�
 = 0

Now let us apply the mean value theorem to the above relation. We have

lim
!0

3X

=1

1




�
W

jWj
X() 

�
= 0

where X() 2 S. Bearing (87) in mind, we …nally arrive at

lim
!0

3X

=1

jWj
�
W

jWj
X() 

�
=

= jW1j
�
W1

jW1j
X 

�
+ jW2j

�
W2

jW2j
X 

�
� jW3j

�
W3

jW3j
X 

�
= 0

which yields the condition ii/. This completes the proof.
Bearing the above results in mind we can write the general balance equation in the

following form

8P




Z

P
 (X )  =

I

P
� (X ) �N (X )  +

Z

P
[ (X ) + ̂ (X )]  (88)
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This result can be transformed to the local form. We consider two special cases of
this form – one which holds in regular points, i.e. in points X 2B0 in which all densities
appearing in (88) are continuous and, secondly, in points of a singular surface S which
may move through the body with a speed N. This is the velocity of the points on the
surface in direction perpendicular to the surface. As we see further the balance equation
does not contribute anything to the description of motion which is tangential to the
surface, i.e. gliding of S along tangential directions is immaterial for our considerations.
In points of a singular surface limits of densities of the relation (88) may be di�erent on
both sides of the surface, i.e. they may su�er …nite jumps.
Let us …rst consider the case of a regular point X 2B0. We construct an in…nite

descending family of subbodies fPg1=1 with three properties: i/ each set of this family
contains the point X, ii/ for each  P+1 � P and iii/ lim!1 volP = 0, where volP =R
P  is the volume of P. Then using the Stokes Theorem for the surface integral we
obtain

lim
!1

1

volP

Z �



�Div���̂

�
 = 0

and, accounting for the mean value Theorem for integrals,




= Div�++̂ (89)

for almost all points of B0.
In thermomechanics this equation is written for mass, momentum, angular momentum,

energy and entropy. We list the corresponding densities in Table 2.

Table 2: Densities of thermomechanics

Name density  ‡ux � supply  source ̂
mass density 0 0 0 0
momentum density 0v P 0b 0
angular momentum density 0x� v e 0x� b 0

density of energy 0
�
+ 1

2
2
�

�Q+Pv 0 (v � b + ) 0
density of entropy 0 �H 0 ̂

All densities are, of course, referred to the unit volume in the undeformed (reference)
con…guration B0. P is the so-called Piola-Kirchho� stress tensor, b is the body force
per unit mass,  denotes the speci…c internal energy per unit mass, 1

2
0

2 � 1
2
0v � v is

the density of kinetic energy per unit reference volume, Q is the heat ‡ux vector in the
reference con…guration,  is the density of energy radiation per unit mass,  is the speci…c
entropy per unit mass, H is the entropy ‡ux vector in the reference con…guration, and ̂
is the source of entropy per unit mass. We return later to the detailed discussion of the
de…nition and the interpretation of all these quantities.
Let us mention in passing that the de…nition of angular momentum density 0x�v is

characteristic for classical continua. There are materials (e.g. some polymers, liquid crys-
tals, etc.) which require a modi…cation of this notion as such materials possess additional,
rotational, local degrees of freedom. One of the …rst models of such media was proposed
by E. & F. Cosserat [20]. Recently, such Cosserat (micropolar) continuous media are also
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applied in numerical codes in order to eliminate the so-called shear locking e�ects (for the
extesive modern presentation of the subject see the book of M. Rubin [65]). We shall not
present those models in these notes.
Let us note that except of entropy all other sources are zero. Such balance equations

are called conservation laws. We see in the theory of multicomponent systems that for
some …eld quantities of mixtures it does not have to be the case.
Now let us turn our attention to points on a singular surface S. We construct again a

descending family of subbodies fPg with three properties: i/ for each  P\S = P+1\S,
ii/ for each  P+1 � P and iii/ lim!1 volP = 0. Such a family is demonstrated in Fig.
5.

Fig. 5: Transition to a singular surface

First we estimate the derivative on the left hand side of the balance equation. We
have





Z

P
 =





Z

P+
 +





Z

P�
 =

=

Z

P+




 �

Z

S\P+
+ +

Z

P�




 +

Z

S\P�
�

where P+
 P� are the part of P lying above and below the surface S, respectively, + �

are limits of  calculated from the positive (with respect to the orientationN) and negative
sides of S. The di�erence in sign in surface integrals follows from the opposite orientation
of the surfaces S \ P+

 and S \ P�
 .

In the limit !1 volume integrals vanish. The ‡ux term can be written in the form
I

P
� �N =

Z

P\P+
� �N +

Z

P\P�
� �N (90)

Taking the limit in the whole balance equation we obtain
Z

S\P

�
�
�
+ � �

�
 �
�
�+�N����N

��
 = 0
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We can localize this relation as well and for an arbitrary point of the surface S we obtain
the following Kotchine condition

[[]] + [[�]] �N = 0 [[]] := ()+ � ()�  (91)

It has been assumed that the source is volume continuous, i.e. that the surface S does
not contribute to the production. It does not have to be the case for some surfaces such
as membranes. We discuss this problem later.
For thermomechanical …elds the balance equations are collected in Table 3 in the same

order as in Table 2.

Table 3: Balance equations of thermomechanical model in Lagrangian description
Left – regular points, right – points of a singular surface

0


= 0
.

[[0]] = 0
.

0
v

= DivP+ 0b

.
[[0v]] + [[P]]N = 0
.

PF = FP

.
identity

0



�
+ 1

2
2
�
+Div

�
Q�Pv

�
=

= 0v � b+ 0
.

��
0
�
+ 1

2
2
���
�

�
��
Q�Pv

��
�N = 0

.

0


+DivH = 0+ ̂

.
[[0]] � [[H]] �N = 0
.

In the evaluation of the second law of thermodynamics it is convenient to work with
…eld equations of the …rst order. Then neither F should be considered as the gradient of
the function of motion f nor v should be the time derivative of this function. The function
f does not appear in such an approach. Its existence is secured by the integrability
conditions of F and v

F


= Grad v GradF =(GradF)

23

i.e.



=



 (92)

Clearly, these relations are identically satis…ed if we introduce the function f . Otherwise
they have to be used in the model in the same way as other …eld equations. Usually the
second condition is directly incorporated in the evaluation of thermodynamical admissi-
bility. However, the …rst one remains as an additional equation.
It is convenient to write the above integrability condition in the form of balance equa-

tion. We have

F


�Div (v � 1) = 0 =) 



Z

P
F �

I

P
v�N = 0 (93)
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It means that we have an additional kinematical jump condition on singular surfaces

[[F]] + [[v �N]] = 0 (94)

This is one of the so-called Hadamard kinematic compatibility conditions which form the
basis of wave analysis in continua (comp. [87]). We return to this problem in further
Sections of these Notes. It yields two important conclusions: on singular surfaces on
which the velocity is continuous also the deformation gradient must be continuous and
on material surfaces of contact of two bodies ( = 0) the velocity is continuous.

2.2 Balance equations in Eulerian description

The above form of balance equations related to the reference con…guration at a chosen
instant of time 0 is often inconvenient in practical applications. For instance, the ‡uid
mechanics never relies on such a description and it uses a current con…guration as the
reference. We call the above presented description Lagrangian and we proceed now to
formulate Eulerian description in which the current con…guration is used.
Let us begin with the proof of an identity which is frequently used by the transforma-

tion of balance equations. Namely4

Div
�
F�

�
= 0 (95)

We write it in Cartesian coordinates


�
�1

�


=





�1 + 
�1


=

= �1



�1 � �1 �1





and (95) follows when we use the symmetry 


= 


. In the derivation we have used
the identity


�
�1

�


= 0 =

�1


 + 
�1





=) �1


= ��1 �1



 (96)

The transformation of Lagrangian to Eulerian description relies on the substitution of
the inverse function of motion X = f�1 (x). We have, for instance

v = �v (x t) = v
�
f�1 (x)  

�
 a = �a (x t) = a

�
f�1 (x)  

�


L = �L (x t) = L
�
f�1 (x)  

�
 (97)

B = �B (x t) = F
�
f�1 (x)  

�
F
�
f�1 (x)  

�


Transformation of the velocity gradient L has a special bearing. We have

L =
F


F�1 = (Grad v)F�1 = grad �v (98)

4In a similar way one can prove a dual identity

div
�
�1F

�
= 0
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and this relation explains the name of L.
We have also the following relations for derivatives of 




= F� � F


= � tr �L = � div �v (99)

Grad  = �F grad �

Whenever it will be clear from the context that we work in spatial coordinates (x )
we shall skip the bar over Eulerian quantities.
Let us investigate the balance equations. The transformation X! x in (88) yields





Z

P
� � �1 =

I

P

�
��1�F��

�
�n+

Z

P

�
� + ̂

0� � �1 (100)

̂0 : = ̂
�
f�1 (x )  

�


where we have used the formula for the transformation of variablesX! x known from the
classical analysis. The domain of integration is given by the transformation of thematerial
volumeP = f (P  ), where P is its boundary and n the unit normal vector given by (53).
This formula explains the presence of the contribution ��1�F in this relation.  denotes
the in…nitesimal volume element in the current con…guration and  the in…nitesimal
surface element in the current con…guration. ��1 = �1 (x ) is in this relation, of course,
the Jacobian of the transformation.
We introduce the following notation which will be particularly useful in thermody-

namics of multicomponent systems

 = 
�1 � = 

�1F�   =  
�1 ̂ = ̂

0 (101)

all of them being functions of (x ). Then the general balance equation in Eulerian
description has the form





Z

P
 =

I

P
��n+

Z

P
[ + ̂]  (102)

As in the Lagrangian description we can derive the local form of this equation in
regular points and in points on a singular surface.
In the …rst case the left hand side has the form





Z

P
 =

Z

P



 +

I

P
v � n =

Z

P

�



+ div (v)

�
 (103)

which results from the fact that the domain is material.
Hence by means of Stokes Theorem and the localization procedure discussed before

we obtain



+ div (v ��) = ̂ (104)

for almost all points of f (B0 ). This is the Eulerian counterpart of the equation (89) in
the Lagrangian description.
We illustrate the above general considerations by the mass balance. We have





Z

P
0 =





Z

f(P)
�0 �

�1 = 0
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Consequently, it is convenient to introduce the following notion of the current mass density

 (x ) = 0
�
f�1 (x )

�
�1
�
f�1 (x )  

�
 (105)

It satis…es the following balance law (conservation of mass)





Z

P
 = 0 P := f (P  ) (106)

In regular points, we can transform this relation in the following way





Z

P
 =

Z

P




 +

I

P
v � n = (107)

=

Z

P

�



+ div (v)

�
 = 0 i.e.




+ div (v) = 0

We have used in these manipulations the fact that the surface P of the material domain
P (i.e. the domain whose motion in the current con…gurations is determined by material
points forming the domain) moves with the speed v � n, where n denotes the outward
normal vector of this surface.
Making use of relations (99) it can be easily shown that the relation (105)  = 0

�1

is the solution of the equation (107) with the initial condition  (x  = 0) = 0 (f (X 0)).
This is the reason that, in contrast to ‡uid mechanics, in solid mechanics in which La-
grangian description is used the continuity equation (i.e. conservation of mass (107)) is
not included in the set of fundamental …eld equations.
For a singular surface S which moves with the speed n we can derive the jump

condition. The procedure is similar to this used in the Lagrangian description. We have





Z

P
 =

Z

P+ [P
�





 +

I

P+
w � n+

I

P�
w � n (108)

where w � n = v � n on material surfaces P+
 \ P and P� \ P and w � n = � on

the singular surface S \ P�
 . The di�erence in sign appears again due to the di�erence

in the orientation. As before we form a descending family of subsets and taking the limit
of balance equations we obtain

Z

S\P

�
+
�
v+ � n�

�
� �

�
v� � n�

��
 = 0 =)

=) [[ (v � n� )]] = 0 (109)

This Eulerian jump condition (continuity of mass through the singular surface) is the
counterpart of the Lagrangian relation quoted in Table 3.
In the case of momentum balance, we have





Z

P
v =

I

P
Tn +

Z

P
b (110)

27



In order to …nd the relation between the tensor T and the Piola-Kirchho� stress tensor P
of the Lagrangian description one can use either the general relation (100) or transform
directly the local momentum balance in a regular point

 (0
�1v)


= 

 (v)


+ v




= �

�
 (��v)


+ �v� grad �v

�
+ ��v � div �v =

= �

�
 (��v)


+ div (��v� �v)

�
=

= � div
�
��1�P�F


�
+0

�1b = �
�
div �T+��b

�


i.e. skipping the bar for Eulerian quantities

 (v)


+ div (v� v �T) = b T = �1PF  (111)

This is the local form of momentum conservation law. T is called the Cauchy stress
tensor .
Inspection of the above relations shows that the transformation from Lagrangian to

Eulerian description in regular points requires the following transformation of operators




! 


+ v� grad Grad! �F grad  (112)

The time derivative appearing in the above relations is calledmaterial and it is sometimes
denoted by a dot on top of the symbol.
In Table 4 we have collected the balance equations in Eulerian description.

Table 4: Balance equations of thermomechanical model in Eulerian description
Left – regular points, right – points of a singular surface



+ div (v) = 0  = 0 �

�1

.
[[ (v � n � )]] = 0
.

(v)


+ div (v� v �T) = b T = ��1�P�F


.
[[ (v � n � ) v]]� [[T]]n = 0
.

T = T

.
identity




�

�
+ 1

2
2
��
+ div

�

�
+ 1

2
2
�
v + q�Tv

�
=

= v � b+  q = ��1�F�Q
.

��
 (v � n� )

�
+ 1

2
2
���

+
+ [[q�Tv]] � n = 0
.

()


+ divh = + ̂ ̂ = ��1̂ h = ��1�F�H
.

[[ (v � n � ) ]] + [[h]] � n = 0
.
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The body force b appearing in the momentum balance equation contains the action
of the external world on the body but it may also contain contributions stemming from
noninertial frames of reference. As indicated by relation (69) the acceleration transforms
in a nonobjective manner when we change the observer. Such a transformation

x� = Ox+ c (113)

has no in‡uence on the mass, internal energy and entropy balance equations but the
momentum balance changes in the following manner

Oa = 
�
a� � 2� (v� � _c) +�2 (x� � c) � _� (x� � c)� �c

�
= O (divT+b)  (114)

Consequently, the momentum balance equation preserves the form under this transfor-
mation if

a� = div �T� + b� T� = OTO  (115)

b� = Ob+ i0

i0 = 2� (v� � _c)� �2 (x� � c) +  _� (x� � c) + �c

where div � denotes di�erentiation with respect to x�. b� is called the apparent body
force because it consists of the true external force and of the inertial body force i0 which
in turn, possessrs the following contributions

2� (v� � _c) – Coriolis force,
��2 (x� � c) – centrifugal force,
 _� (x� � c) – Euler force,
�c – inertial force of relative translation.
In the energy balance equation written in such a noninertial frame there appear an

in‡uence of those forces due to the presence of the working term v��b�. However, if we
apply the mass balance and the momentum balance the equation for the internal energy
which follows by such a reduction



�



+ v� � grad �

�
+ div q��T�� grad �v =  (116)

is invariant with respect to the transformation (113).
We complete the considerations of balance equations with a few remarks concerning

particular cases of jump conditions (conditions on a singular surface).
We have already mentioned that a singular surface which is material , i.e. a surface of

contact between two bodies does not move in the Lagrangian description ( = 0) and it
means that  = v � n in the Eulerian description. The jump of the mass density can be
in such cases arbitrary and the remaining conditions have the following form

[[T]]n = 0 [[q]] � n = 0 [[h]] � n = 0 (117)

We have used the fact that on material surfaces not only the normal component of velocity
v � n but the full velocity v is continuous. This is the consequence of the Hadamard
condition (94).
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The …rst two relations play an important role in the formulation of boundary condi-
tions for continua. The …rst one – continuity of tractions, means that we may prescribe
forces on the boundary and these will be transmitted into the body by the stress vec-
tor Tn. The second one – continuity of the heat ‡ux is used as one of the boundary
conditions in the theory of heat conduction. The second two conditions have the great
importance for properties of the so-called ideal walls which are a part of the second law
of thermodynamics. We discuss them further.
On surfaces carrying jump of velocity, we can write the above conditions in the alter-

native form
 := +

�
� v+�n

�
� �

�
� v��n

�


 [[v]] + [[T]] � n = 0 (118)



��
+

1

2
2
��
� [[q�Tv]] � n = 0

These equations for the stress tensor reduced to pressure T = �1, which is characteristic
for gas dynamics, are called Rankine-Hugoniot conditions and they form a foundation for
the theory of shock waves in gases. The coe�cient  – the mass transport coe�cient is
related to the Mach number.
We close this Section with a few remarks on the formulation of …eld equations for a

particular material which frequently appears in engineering applications. Thermoelasticity
is the theory which describes changes of two …elds: the function of motion f describing
time dependent large deformations of the material and the temperature  responsible for
the energy transfer in the material in the form of heat conduction. Further we discuss in
details the notion of temperature. For the purpose of this example we do not go into any
details concerning this …eld. In the Lagrangian description we do not need to consider
the mass density 0 because, according to the mass conservation, it does not change in
time. In the case of homogeneous materials it is even constant.
For the …elds ff  g as functions of variables (X ) 2 B0 � T we must formulate

…eld equations. As we require from the model that it satis…es the conservation laws of
momentum, moment of momentum and energy, these laws are chosen as the foundation
for the construction of …eld equations

0
2f

2
= DivP+ 0b 0




+DivQ = P �Grad f


+  (119)

In addition we have the restriction P (Grad f) = (Grad f )P . The energy conservation
law was reduced by means of the momentum conservation. Consequently, we obtain the
balance of energy for the internal energy  which does not have the form of the conservation
law (the so-called divergent form). There appears a source term which describes the power
of stresses P �Grad f


.

2.3 Example of closure: thermoelastic materials

Equations (119) are not yet …eld equations. We must perform the so-called closure which
de…nes the Piola-Kirchho� stress tensor P, the internal energy , and the heat ‡ux Q
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in terms of the …elds f ,  . This is done in the form of constitutive relations which limit
the applicability of the model to a particular class of materials. For thermoelastic
materials it is assumed that constitutive relations have the following form

P = P (vF G)   =  (vF G)  (120)

Q = Q (vF G)  G :=Grad

These are the simplest possible relations which do not yield a triviality of the model.
They possess a few features characteristic for such a construction

i/ among variables we have the …rst gradients of the …elds F =Grad f ,
G =Grad  which account for the in‡uence of a neighborhood of a point
X 2B0 on the properties of the material at this point,
ii/ they do not contain a dependence on the function of motion f . This is

related to the principle of material objectivity which we discuss further; as a
mater of fact the same principle eliminates a dependence on the velocity v as
well,
iii/ the constitutive relations are functions and not functionals which would

be able to account for the dependence on the past history of processes. Such
functionals would appear, for instance, in cases in which at least one of the
constitutive quantities PQ would be given by an evolution equation. We
discuss such classes of materials (e.g. viscoelastic solids) further in this course.

The constitutive relations must be further restricted by, for example, a condition of
thermodynamical admissibility. This will be the subject of the next Section. However, if
we are lucky we may formulate the above relations on the basis of experiments and then
no further restrictions would be needed. This does not seem to be the case ever. At least
some hints from a general model how to conduct experiments are always needed and this
is the motivation for the thermodynamical construction of models.
We close this example with an alternative formulation of the thermoelastic model

which is more convenient for thermodynamical considerations. It has been mentioned
already that the …eld f can be replaced by two …elds Fv and then we have to require
certain integrability conditions in order to be able to integrate F and v a posteriori in
order to …nd the motion f . The model in this setting has the following form
i/ …elds fvFg
ii/ conservation laws

0
v


�DivP = 0b

F


�Gradv = 0 (121)

0



+DivQ = P�Gradv + 0

iii/ constitutive relations

P = P (vFG)   =  (vFG)  Q = Q (vFG)  (122)

This problem still contains a dependence on the temperature gradient G which yields the
set of the second order equations. This can be changed as well by exchanging the role
of G and Q. We demonstrate further this way of constructing …eld equations which is
known as the extended thermodynamics.
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3 Second law of thermodynamics

3.1 Irreversibility

Since a long time it has been clear to scientists that macroscopic processes are irre-
versible. This means that there exists no macroscopic systems which, when disturbed,
return spontaneously (i.e. without any in‡uence of the external world) to their initial
state. Since XIXth century there exist models of physical systems in which macroscopic
properties of processes are being derived from microscopic description, in most cases stem-
ming from the classical mechanics of discrete systems. It was J. C. Maxwell (e.g. see [3]
for the popular presentation of the subject) who constructed a description of heat trans-
fer on the basis of the concept of random motion of particles. He constructed also a …rst
Gedankenexperiment of thermodynamics - Maxwell’s demon - demonstrating irreversibil-
ity which follows from reversible laws of microscopic motions.
Consecutively, it was observed that such a construction of models yields the contradic-

tion. Microscopic mechanical models are reversible, i.e. all processes possible for a given
choice of the time variable are also possible after a reversal of time. This contradicts the
macroscopic irreversibility. It can be shown rigorously, for example, that equations of
dynamics of many interacting particles lead to solutions in which after a su�ciently long
time the system spontaneously returns to an arbitrarily small neighborhood of its initial
state. This time is called the recurrence time of Poincare’s cycle. One can estimate this
time and for large systems containing, say 1023 particles (the order of magnitude of the
Avogadro number), the recurrence time exceeds the time of existence of the Universe by
many orders of magnitude.
The above described properties of large systems led to vehement discussions among

physicists of the end of XIXth century and the beginning of XXth century. L. Boltzmann
proposed in 1868 a model of gases – the so-called Maxwell-Boltzmann kinetic theory
[11], in which the microscopic model was reversible (noninteracting particles ‡ying free
in space and exchanging momentum and energy in elastic collisions) and the macroscopic
result described by the so-called H-Theorem, was irreversible (L. Boltzmann, 1972, [12]).
This result has been opposed by many physicists who were using, for instance, the argu-
ment based on the Poincare cycle, that the model must contain some ‡aws. On Zermelo’s
criticism pointing out the existence of the recurrence time Boltzmann supposedly replied:
”You should wait that long!” However for Boltzmann the result of this discussion has a
tragic end. He committed suicide.
Before we present the modern version of the principle of macroscopic irreversibility

we discuss brie‡y two simple models motivating this principle on the basis of microscopic
considerations.
The …rst example has been constructed by P. and T. Ehrenfest in 1907 [25] and it is

called ”Dog and ‡ea model” or ”urn model” (see: [24], [98]). We present the idea of this
model in Figure 6.
For urn model we consider the dynamics of two urns containing  balls labelled from

1 to  . For simplicity, let us assume that initially all balls are in the urn (1) and the urn
(2) is empty. The motion of balls is given by random drawing a number between 1 and
 and then moving a ball with this number from one urn to the other. In the dog-‡ea
model the motion occurs because ‡eas are jumping from one dog to the other looking for
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better breeding conditions. It is obvious that the ”‡ux” must start from the urn (1) in
direction of urn (2). It may happen that we draw the same number again and the ball
then returns to the urn (1). However, for a very large  , say  = 1023, it is much more
probable that we get a di�erent number and another ball moves from the urn (1) to the
urn (2). Hence, despite small ‡uctuations, an average ‡ux of balls has a de…nite direction
until we reach the macrostate in which both urns have almost equal number of balls 2.
Although it cannot be excluded that we draw the sequence of numbers which would make
the urn (2) empty again, it is clear that such a process is extremely exceptional. This is
connected to the fact that the state with all balls in one urn is only one while the state of
equally distributed balls may appear in  = 2 variations if we ignore the numbering
of balls. It is said that the equal distribution between two urns yields the maximum of
the entropy  = ln . We shall return to this de…nition later.

Fig. 6: Ehrenfest’s dog-‡ea (urn) model (1907)
a/ state of the system at time ; b/ a particular microtrajectory to which two ‡eas jump from the dog
on the left and one ‡ea jumps from the dog on the right; c/ occupancies of the dogs at time +�

(K. Gosh at al., Am. J. Phys. 74(2), 2006)

Let us note that the above analysis assumes a very large number of possible states of
the system. It is still a matter of dispute how small a system may be in order to admit a
macroscopic modeling. For instance, the di�usion process of DNA particles within cells
(translation through nanopores) is described by a variation between a few hundred states.
Still some macroscopic thermodynamical arguments are applied to such systems.
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We proceed to present an ingenious model of Marc Kac ([42]) which illustrates the
problem of irreversibility of Boltzmann’s kinetic theory. Simple calculations presented
below demonstrate that the irreversibility results from a certain assumption on random-
ness of the system (”Sto�zahlansatz”) and this is, of course, related to the large number
properties of the above presented dog-‡ea model.

Fig.7: Irreversibility and Sto�zahlansatz – model of M. Kac (1956).

The system consists of  white or black circles distributed in the equal distance �
on the circumference of a large circle (Fig. 7). Dynamics of the system is introduced by
the rotation of the wheel with the set, , of  spokes distributed at random in di�erent
middle positions between small circles. Whenever the wheel rotates on the angle � the
color of the small circle through which the spoke passes changes. We assume that both 
and  are very large but simultaneously  �  . The instantaneous number of white
and black circles is described by the following ”equation of motion” with the discrete time

 (+�) =  () + ( )� ( )  (123)

with
8  () + () =   ( ) + ( ) = (124)

Certainly,  ( ) denotes the number of black circles which change color in the step
! +�, and  ( ) the number of white circles which change color in this step.
Equation (123) constitutes the counterpart of the Liouville equation for  particles

and describes reversible processes on the microlevel: after two full rotations of the wheel
the systems returns to its initial state. This means that the recurrence time of Poincare’s
cycle is equal for this model to  = 2�.
The change in the surplus of white circles at the instant of time + � is, according

to the equation of motion, given by the following equation

[ (+�)� (+�)] = [ ()� ()]� 2 [ ( )� ( )]  (125)
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Now, we make the reasonable assumption that, owing to the randomness of the set ,
after su�ciently many time steps the black and white circles will be regularly distributed,
i.e.

 ( ) =



 ()   ( ) =




 ()  (126)

Substitution of this assumption in (125) yields the following di�erence equation

[ (+�)� (+�)] =

�
1� 2





�
[ ()� ()]  (127)

This equation can be solved immediately and we obtain

[ () � ()] = 
�
1� 2





�
 (128)

Let us assume that the initial state of the system was  ( = 0) =   ( = 0) = 0.
Then it follows

 ()


=
1

2
+
1

2

�
1� 2





�
 (129)

Consequently
 ( = 0)


= 1 lim

!1

 ()


=
1

2
 (130)

The most important property of the solution (129) is its irreversibility. It can be easily
checked that, independently of the initial state, we obtain always the same asymptotic
end state with equal number of white and black circles. There is no trace left of the
microscopical periodicity of processes. The reason for this behavior is hidden in the only
assumption which we made (126) which corresponds to the Sto�zahlansatz of Boltzmann’s
theory. We see that conditions under which the solution (129) makes sense are the ran-
domness of the set  and long, but not too long times of observations: 1 �  �  .
For the ‡avor of the discussion of the problem of macroscopic irreversibility see also the
original papers of Ehrenfest [25], [26].
The above examples motivate the following formulation of macroscopic models. Con-

stitutive equations which de…ne a particular class of materials should have such a form
that solutions of …eld equations will be not invariant with respect to the time reversal
(irreversibility) and, secondly, that disturbances of …nite time duration should produce
solutions which relax (i.e. possess a time limit in in…nity) to an equilibrium state
characteristic for a given class of materials and for given boundary conditions.
This program is usually realized by means of an additional scalar inequality which

constraints the class of solutions. Its form has been varying since XIXth century. Clausius
and Duhem proposed the …rst continuous version of such an inequality and this inequality
has been very intensively investigated in the 1960th (e.g. [86]). It has been found that
results of classical thermostatics obtained by Gibbs, Caratheodory and many others follow
as a particular case (equilibrium properties) from this inequality. It has been also proved
that the linear nonequilibrium thermodynamics proposed by Onsager (e.g. [22]) is a
particular case of this inequality for single component systems. Simultaneously, it has been
shown that the Clausius-Duhem inequality is inadequate in description of multicomponent
systems as well as for some nonmechanical (e.g. electromagnetic [38]) …elds. The extension
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of this inequality has been proposed in 1968 by I. M�ller (see: [53]). It is usually called the
entropy inequality and this seems to be the most general formulation of the continuous
second law of thermodynamics which has been proposed up to now.
An interesting discussion of the role of thermodynamics in continuous models can be

found in the book of J. L. Ericksen [27]. Problems are illustrated in this book by many
simple but important examples.
There is an alternative approach to the formulation of the second law of thermody-

namics which stems from the classical XIXth century works of S. Carnot and F. Reech [51]
on cyclic processes. This notion has been extended and applied to nonequilibrium ther-
modynamics by J. Serrin [68] and M. Šilhav� [79] and then summarized by C. Truesdell
and S. Bharatha [89].
There were also some attempts of axiomatic foundations of continuum thermodynam-

ics (e.g. [31] within the frame of a quasistatic approach or [93], [95] as a theory of processes
modelled on in…nite dimensional manifolds) but they have not extended the local formu-
lation of the entropy inequality in a manner which may have any practical bearing.
We discuss further in this course various applications of the entropy inequality. We

begin with a formulation appropriate for all models which we discuss further and, for the
purpose of this Section we assume that the notion of temperature is known. However,
we return in the next Section to the discussion of notions of empirical and absolute tem-
peratures and various problems which they may create, particularly for multicomponent
systems.

3.2 Entropy principle

The strategy of continuum thermodynamics in construction of macroscopic models relies
on the assumption that solutions of the …eld equations identically satisfy the second law
of thermodynamics called also the entropy principle (e.g. [53], [95], [98], [44]). This
law consists of four parts. We formulate them in Lagrangian description and then, when
needed, change variables to Eulerian description.
Entropy principle:
i/ There exist a nontrivial entropy density function  and the entropy ‡ux H which

are both dependent on the same constitutive variables as other constitutive functions of
the model.
ii/ The entropy density satis…es the balance equation whose form in regular points is

as follows

0



+DivH = ̂ (131)

where ̂ denotes the entropy source.
iii/ The entropy source is nonnegative for all solutions of …eld equations, i.e. for all

thermodynamic processes. Consequently, the following inequality holds

8all thermodynamic processes0



+DivH � 0 (132)

iv/ There exist ideal walls on which there is no entropy production, i.e.

[[H �N]] + [[]] 0 = 0 (133)
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these walls are assumed to be material, i.e.  = 0
The last condition is modi…ed for multicomponent systems and concerns the existence

of semipermeable membranes. We discuss this notion further in this course.
I-Shih Liu has proposed in 1972 [43] a method of exploitation of the inequality (131)

which reminds the classical method of Lagrange multipliers in mechanics5. Namely, in-
stead of this inequality restricting the solutions of …eld equations we consider solutions of
an extended inequality which should hold for all …elds. This can be done if we consider
…eld equations as constraints on solutions of the entropy inequality.
Before we formulate Liu’s Theorem we again consider a simple example of the ther-

moelastic material which has been introduced in the previous Section. The set of governing
equations is as follows (compare (121), (122))
i/ …elds fvFg
ii/ conservation laws

0
v


�DivP = 0

F


�Gradv = 0 (134)

0



+DivQ = P�Gradv

iii/ constitutive relations

P = P (FG)   =  (FG)  Q = Q (FG)  (135)

We have left out the constitutive dependence on the velocity v. Also body forces b and
radiation  have been assumed to be zero. This assumption follows from the fact that the
entropy inequality should hold for arbitrary external sources. It means that constitutive
restrictions which follow from the second law should be independent of such sources.
Consequently, restrictions which we obtain without sources must be identical as these
when those sources are present. This argument is di�erent from the argument used, for
example, in a series of papers of B. D. Coleman and his followers (e.g. [18], [19]).
The above problem should satisfy the entropy inequality of the following form

8all thermodynamic processes0



+DivH � 0  =  (FG)  H = H (FG)  (136)

Using the chain rule of di�erentiation, we can write this inequality in the explicit form

8all …elds0
�







+







+








�
+

+







+



 +







� 0 (137)

where




=








=

�




��1 �
� 






� 






�

5It has been pointed out by R. A. Hauser and N. P. Kirchner [34] that the result of I-Shih Liu is a
particular case of Farkas-Minkowski Theorem known in the duality theory of linear programming.
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� 1

0

�






+



 +






� 



��
 (138)

and these derivatives are eliminated from (137).
Clearly, this inequality is linear with respect to the following derivatives

�



















�
 (139)

As the inequality must hold for ALL …elds – we have eliminated constraints imposed
by …eld equations (note that linearity of the momentum equation with respect to the
acceleration 


does not impose any restrictions because the acceleration does not appear

in the entropy inequality) coe�cients of the above derivatives have to vanish identically.
Otherwise we could choose the …elds in such a way that one negative term would dominate
all others and the inequality would be violated. Hence, we obtain




� �




+

1

0
 = 0 � :=





�




��1




� �




= 0 (140)

(

)
� �

(

)
= 0

(

)
� �

(

)
= 0

where the parenthesis denotes the symmetric part, e.g.
(
)

= 1
2

�



+ 


�
. We have

made the assumption 


6= 0 which is physically justi…ed as this derivative de…nes the
speci…c heat in thermodynamical equilibrium.
There remains the residual inequality which does not contain linear contributions

anymore

D :=

�



��



�
 � 0 (141)

The exploitation of identities (140) requires certain additional techniques which we
present in the next Section. They are either based on a simplifying assumption that the
material is isotropic or, in more general cases, one has to use a Theorem proved by I-Shih
Liu in 1996 on the relation between the entropy ‡ux and heat ‡ux [48]. Under rather
general conditions this Theorem states that in our case identities (140)34 yield

 = �  (142)

Then the substitution of the above relation in (140)34 yields

� = � ( )  (143)

Let us consider a contact surface between a poroelastic material and an ideal gas. For
the latter we have the relation H = (1 )Q which can be derived from microscopic
(kinetic) considerations (Boltzmann’s H-Theorem). Bearing the continuity of ‡uxes on
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the surface of contact in mind (jump conditions and the last part of the second law of
thermodynamics) we obtain

[[H]] �N = 0 [[Q]] �N = 0 =) � =
1


 (144)

Consequently, we obtain the classical Fourier result for ‡uxes

H =
1


Q (145)

Substitution in the de…nition of � (140)1 leads to the classical thermodynamical
identity




�  


= 0 (146)

It is useful to de…ne the following function

 = �  (147)

Then di�erentiation with respect to the temperature  yields immediately

 = �

  =  �  


  =  (F)  (148)

where the identity (140)2 has been exploited. The function  is called the Helmholtz free
energy. If we use it in (140)1 we obtain

P = 0


F
 (149)

Hence, if the constitutive relation for the Helmholtz free energy  =  (F) is known
it determines constitutive relations for  P. This is one of the main results of the second
law of thermodynamics: in general, it yields the existence of thermodynamical potentials
which reduce the number of required constitutive relations.
By means of the above results we can immediately show that the following di�erential

relation holds

 =
1



�
� 1

0
P � dF

�
 (150)

In classical thermodynamics this relation is called the Gibbs equation [23] and it is often
mistakenly called the second law of thermodynamics. Obviously, it yields relations (146)
and (149). However, it does not contain the residual inequality (141) which also follows
from the second law. In other words, Gibbs equation cannot determine the dissipation
D in the system. Bearing the above results in mind we can write the dissipation in the
following form

D = � 1

 2
Q �G � 0 (151)

This is, of course, the requirement that heat cannot ‡ow from colder to hotter regions.
If we assume the linear Fourier law for heat conduction we obtain the classical result for
the heat conductivity

Q = �G =)  � 0 (152)
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This is related to the so-called stability of the thermodynamical equilibrium. Namely,
we de…ne the thermodynamical equilibrium as a state in which the dissipation D vanishes.
In our case it means that the temperature gradient in equilibrium must be zero. Hence, all
isothermal processes  =  of arbitrary large deformations contain only equilibrium
states, i.e. these are equilibrium processes. Simultaneously, the inequality (151) shows
that equilibrium states are states of minimum of the dissipation function. Consequently
the following condition must hold

8Z Z� 
2D

GG
Z  0 (153)

i.e. the Hessian matrix of D is positive de…nite. This is the so-called stability condition
of equilibrium.

3.3 I-Shih Liu Theorem

The above results show how powerful is the entropy inequality. However, we can essentially
improve the method of derivation of these results. Instead of directly eliminating some
derivatives by means of …eld equations we can use the I-Shih Liu Theorem on the existence
of Lagrange multipliers which helps to eliminate the constraints imposed by …eld equations
on the entropy inequality.
Inspection of the above derivation shows that we are solving an algebraic problem.

Constitutive relations and the chain rule of di�erentiation yield the entropy inequality
whose part is a linear function of some derivatives, in our example listed in (139) and
a nonlinear part which leads to the residual inequality. If we eliminate restrictions im-
posed by …eld equations we have to solve an inequality for arbitrary independent linear
contributions.
We formulate the general problem in the following abstract way [43], [44], [98].
We construct a continuous model for …elds which form an -dimensional vector

w �fg=1 2 V. The set of …eld equations for w is of the following form

F0


+
F


= f̂ fF0g=1 2 V
 fFg=1 2 V

  = 1 2 3 f̂2V (154)

where the following di�erentiable constitutive relations are ful…lled

F0 = F0 (w)  F = F (w)  f̂ = f̂ (w)  w 2V  (155)

The choice of constitutive variables w de…nes the class of materials to be described. The
constitutive relations (155) must be such that solutions of …eld equations identically satisfy
the entropy inequality

0



+



� 0  =  (w)   =  (w)  (156)

Obviously the constitutive variables w may contain both …elds w as well as their
various temporal and spatial derivatives.
Let us introduce the following notation

a =

�
0


w1
  0



w

1

w1
 

3

w

�
2 <4  (157)

40



X =

�
w1


 

w



w1

1

 
w
3

�
2 <4  (158)

where w  = 1   are components of the vector w Then the …eld equations can be
written in the form

AX� f̂ = 0 f̂ �
n
f̂

o
=1

(159)

where

A =

0
BBB@

F01
w1

F01
w2

� � � F31
w

F02
w1

F02
w2

� � � F32
w

...
...

...
F0
w1

F0
w2

� � � F3
w

1
CCCA 2 < �<4  (160)

Then we can formulate the following Theorem:
Theorem (I-Shih Liu: on the existence of Lagrange multipliers, [43]). Let A be given

by (160) and X by (158), and

S =
n
X 2 <4

��AX� f̂ = 0
o
6= ; (161)

Then, the following conditions are equivalent:

i/ 8X 2S : a � X � 0 (162)

where a is given by (157),

ii/ 9� 2 <� 6= 0 8X 2 <4 : a � X���
�
AX� f̂

�
� 0 (163)

iii/ 9� 2 <� 6= 0 : a� A� = 0 � � f̂ �0 (164)

We prove the following implications

i/(= ii/() iii/(= i/. (165)

1. The implication ii/=)i/ is immediate.
2. We shall prove the equivalence of ii/ and iii/. The relation (163) can be written in

the form
8X 2 <4 :

�
a� A ��

�
�X+� � f̂ � 0 (166)

Since this inequality holds for arbitrary X, it follows necessarily that
�
a� A ��

�
= 0 =) � � f̂ � 0 (167)

3. It remains to prove the implication i/=)iii/. With this aim, we de…ne the following
sets:

H �
�
X 2 <4

�� a �X � 0
�


H0 �
�
X 2 <4

�� a �X = 0
�
 S0 �

�
X 2 <4

��AX = 0
�


H?0 �
�
Y 2 <4

�� 8X 2 H0 : Y � X = 0
�
 (168)

S?0 �
�
Y 2 <4

�� 8X 2 S0 : Y � X = 0
�

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To prove the assertion we show …rst that

H?0 � S?0  (169)

Let us …rst motivate the purpose of this relation. It is easy to see from de…nitions (168)
that the set of derivatives of the entropy and entropy ‡ux with respect to the constitutive
variables w, i.e. the vector a belongs to the subspace H?0 because it is orthogonal to
all vectors belonging to H0. Consequently, if we prove (169) we can claim that this
vector belong to S?0 . Simultaneously, we can introduce a special representation of such
vectors based on the matrix A which has a physical bearing. Components of a in this
representation form the vector of Lagrange multipliers �.
It is easy to notice that H0H?0  S

?
0 are subspaces of <4 . Simultaneously, i/ implies

that S � H; we obtain S0 � H0.
Suppose that the above relation does not hold. Then

9Y 2 S0 : a �Y 6= 0

However, S0 is the linear subspace of <4 . Therefore

8 2 < : Y 2S0 =) 8Z 2S : Z+ Y 2 S

On the other hand
a� (Z+ Y) = a �Y+ a � Z

Hence
9 2 < : a �Y � �a � Z =) Z+ Y 2 H

which is a contradiction. Hence, S0 � H0.
We proceed to prove the implication i/=)iii/. By de…nition, we have a 2H?0 and con-

sequently, a 2S?0 . Let us construct, from the matrix A, the sequence of vectors fA1 Ag
whose coordinates coincide with the rows of A. Then

81 �  �  : A 2 S?0  (170)

On the other hand, we have

dim S?0 = rankA (171)

and, consequently, the vectors fAg=1 span the space S?0 . It follows that

9� 2 <� 6= 0 : a =
X

=1

A�
 = A� (172)

Finally,
8X 2 S : a � X =

�
A�
�
� X = �� (AX) = � � f̂ ; (173)

since S � H, i.e. a � X � 0, we obtain

� � f̂ �0 (174)

which completes the proof.
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For the example of thermoelastic materials the objects appearing in the above theorem
have the following form

w = fvFg 2 V13  = 13

w := fvFGg 2 V16  = 16

fF0g13=1 = f0   0g 2 V13 (175)

fFg13=1 = f    g   = 1 2 3

n
f̂

o13
=1

=

�
0 0 




�


The Lagrange multipliers have been shown to be

f�g=1 =
�
0� 

1



�
 (176)

where � has not been derived in the explicit form because the constraint due to the
condition (134)2 has been eliminated by substitution. The multipliers of momentum
equations are zero because these equations contain a linear contribution of the acceler-
ation. Further we show various generalizations of this model and demonstrate the full
exploitation of the Liu Theorem.

4 Isotropy, material objectivity

4.1 Example - rigid heat conductor

Before we present technical tools for the exploitation of thermodynamical identities we
discuss brie‡y a very simple classical problem of the heat conduction in a rigid heat
conductor. This example demonstrates all basic features of the exploitation of the second
law of thermodynamics without many technical details.
We consider the problem de…ned by a single scalar …eld of the absolute temperature 

on the domain B0 of the rigid heat conductor (undeformable body). The function  (X )
is assumed to follow from the energy conservation law

0



+DivQ = 0 (177)

where 0 is the constant mass density, and we have left out the energy radiation . The
latter contribution is immaterial for the exploitation of the second law. We assume that
the internal energy density  and the heat ‡ux Q satisfy the constitutive relations

 =  (G)  Q = Q (G)  G =Grad (178)

which are su�ciently smooth functions of both variables.
The second law of thermodynamics is given in the form of entropy inequality

0



+DivH � 0  =  (G)  H =H (G)  (179)
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which must hold for all thermodynamical processes, i.e. for all solutions of the …eld
equation which follows from (177).
According to Liu’s Theorem there exists a Lagrange multiplier � (G) which allows

to write the above inequality in the following modi…ed form

0



+DivH��

�
0



+DivQ

�
� 0 (180)

and this inequality must hold for all …elds  and not only for the solutions of …eld
equations. Chain rule of di�erentiation yields the explicit form of this inequality

0

�



� �





�



+ 0

�


G
� �



G

�
� G


+

+

�
H


� �

Q



�
�G+

�



+ �




�
2



� 0 (181)

The last contribution has been written in coordinates in order to reveal the symmetry.
The above inequality is linear with respect to the following derivatives

X :=

�




G



2



�
 (182)

Obviously, the fourth contribution proportional to G is nonlinear. Hence, Liu’s Theorem
implies




� �




= 0



G
� �



G
= 0

(

)
+ �

(

)
= 0 (183)

There remains the residual inequality

D =

�
H


� �

Q



�
�G � 0 (184)

which de…nes the dissipation D (G) in the rigid heat conductor.
We begin the exploitation of the above identities from (183)3. In the case of isotropic

heat conductors the vector functions QH must have the following form

Q = 
�
2

�
G H = 

�
2

�
G (185)

where  are arbitrary scalar functions of  and of the invariant of G, i.e. its length
 =

p
G �G. For convenience we use the square of this variable. Then the identity (183)

has the form

2

�


2
� �



2

�
 + ( � �)  = 0 (186)

Taking the deviatoric part of this identity

2

�


2
��



2

��
 �

1

3
2

�
= 0
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we obtain that the …rst contribution should be zero, and, consequently, the second con-
tribution must vanish as well



2
� �



2
= 0  � � = 0 (187)

Hence the substitution of the second identity in the …rst one gives the following result

H = �Q � = � ( )  (188)

There are only few results of this type for anisotropic materials. In the case of the rigid
heat conductor which is linear with respect to the temperature gradient we can prove it
easily. Namely, if we assume

 = H



  = Q




 H = H ( )  Q = Q ( )  (189)

where HQ are conductivity matrices, then the identity (183)3 has the form

H() ��Q() = 0 (190)

The skew symmetric parts of matrices HQ are not restricted. If we assume that they
are identically zero then we obtain again the result (188). For these matrices dependent
on the temperature gradient there are no general results (however, compare [48] for some
implications in general cases).
The question is if the result (188) is characteristic only for materials of a single vectorial

constitutive variable. We shall see that di�erential identities of the form (183)3 give rise
to the similar result also for much more general cases of materials. This is the subject of
the next Liu Theorem.
We use now the assumption on the existence of ideal walls. According to jump condi-

tions on such walls we have

[[H]] �N = 0 [[Q]] �N = 0 =) [[� ( )]] = 0 (191)

There exists one system for which we can calculate the relation between the heat ‡ux Q
and the entropy ‡ux H from a microscopic model (kinetic theory). This is the ideal gas.
For this material the relation has the formH = 1


Q where  is the absolute temperature6.

We return frequently to this relation further in this course. Consequently, if we bring the
rigid heat conductor to the contact with the ideal gas through the ideal wall we obtain

� ( ) =
1


 (192)

This relation holds true in all points of B0 and not only on the contact surface because the
multiplier � does not depend on X in the explicit manner. Hence, the relation between
‡uxes has for isotropic rigid heat conductors the classical form

H =
1


Q (193)

6This relation follows also from the macroscopic thermodynamics of homogeneous systems based on
the so-called Caratheodory principle. We show some results of this approach in the next Section.
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It is appropriate to make a comment on this relation. In many works on continuum
thermodynamics this relation is assumed from the beginning and then the bulk entropy
inequality has the following form





Z

P
 +

I

P

Q �N


 �
Z

P
 � 0 (194)

This is the so-calledClausius-Duhem inequality. It has been very extensively used in works
of Coleman, Eringen, Noll, Serrin, Šilhav�, Williams, Truesdell and many others. This
form of the entropy inequality follows indeed in many cases of single component materials
from the more general inequality used in these notes. However, multicomponent systems
which we consider further are an example that the Calusius-Duhem inequality is too
restrictive.
We return to the remaining identities (183)12. They can be written in the form

 = � 1






  =  �  


  := �   =  ( )  (195)

where  is the trivial example of the Helmholtz free energy. Consequently, neither the
free energy  nor the internal energy , nor the entropy  can depend on the temperature
gradient.
Finally, bearing the relation (193) in mind we obtain the residual inequality

Q �G � 0 (196)

This is the classical statement of the second law of thermodynamics which says that the
heat ‡ux has the orientation opposite to the temperature gradient, i.e. the energy ‡ows
from hot to cold regions. This inequality can be written for isotropic heat conductors as
follows

 � 0  � � (197)

Substitution of all above results in the energy conservation equation (177) yields the
classical heat conduction equation

0



= Div (Grad )   :=




 (198)

where  is the speci…c heat under the constant volume. This quantity is positive and
this follows from the stability condition of thermodynamical equilibrium. We discuss this
problem in the next Section. The thermodynamical equilibrium is de…ned as a state
in which the dissipation vanishes. For the rigid heat conductors it is the case when the
distribution of temperature is homogeneous in space: Grad = 0

4.2 Isotropy

We return now to certain general properties of constitutive relations which are helpful in
the evaluation of identities following from the second law of thermodynamics.
As indicated above in the majority of cases we have to assume the isotropy of materi-

als. For anisotropic materials results are scarce and usually extensions from isotropic to
anisotropic properties are made ad hoc.
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Isotropy of materials is one of the properties related to the behavior of models under
the transformation of frames. However, we can perform such a transformation either on
the reference con…guration or in the current con…guration. In the …rst case invariance
properties specify the symmetry of the material and the corresponding group of trans-
formations is the so-called symmetry group of the material . In the particular case when
the group is the full orthogonal group the material is called isotropic. In the second case
the transformation is speci…ed by the isometry of the space of motions which we have dis-
cussed before. This yields the principle of frame of indi�erence or the principle of material
objectivity. It plays an important role in the continuum mechanics and thermodynamics
by delivering general restrictions of the formulation of constitutive functions of material
bodies. It re‡ects the idea that material properties should be independent of observations
made by di�erent observers. Obviously, di�erent observers, as we pointed out in Section
1, are related by time-dependent Euclidean transformation of frames. For this reason ma-
terial frame-indi�erence is sometimes interpreted as invariance under superimposed rigid
body motions.
We present further many examples of invariance properties related to both transfor-

mations. In order to investigate such invariance properties we have to introduce the
mathematical description of isotropic functions. We proceed to do so. Many technical
details and references can be found in the classical reference book of C. Truesdell and W.
Noll [88].

�Technical part concerning isotropic functions
We limit our attention to the full orthogonal group which consists of orthogonal tensors

O, detO = �1. We consider a scalar , a vector h, and a symmetric tensor T which
transform in the following (objective) way

� =  h� = Oh T� = OTO  (199)

In the particular case of the single vector variable which transforms according to the
rule w� = Ow, where O is orthogonal, w is an arbitrary vector and w� is its transfor-
mation, arbitrary scalar function  (w)  vector function h (w), second order symmetric
tensor function T (w) of a single vector variable w are said to be isotropic if for an
arbitrary orthogonal tensor O the following conditions are satis…ed

 (w�) =  (w)  h (w�) = Oh (w)  T (w�) = OT (w)O  (200)

It is essential in these relations that functions  () h () T () remain the same and
only their coordinates change in the new reference.
For the scalar function the representation result is immediate. As the orthogonal

transformation changes only the direction but not the length of an arbitrary vector, a
scalar function may satisfy the condition (200)1 only if it depends only on the length of
the vector, i.e.

 (w) =  ()   � jwj =
p
w �w � =  (201)

The representation for the vector function has the following form

h (w) =  ()w (202)

This relation has been used in the previous considerations. We proceed to prove it.

47



For w = 0 we have

8O : h (0) = Oh (0) =) h (0) = 0 (203)

and (202) is satis…ed. Let us assume that w 6= 0. Then

h (w) =

�
1

2
w � h (w)

�
w+

�
h (w)�

�
1

2
w � h (w)

�
w

�
 (204)

Obviously, the second vector on the right-hand side is orthogonal to w. After the trans-
formation this relation has the following form

h (w�) =

�
1

2
Ow� (h (Ow))

�
Ow+

�
h (Ow)�

�
1

2
Ow� (h (Ow))

�
Ow

�
=

=

�
1

2
Ow �Oh (w)

�
Ow+

�
Oh (w)�

�
1

2
Ow �Oh (w)

�
Ow

�
=

=

�
1

2
w � h (w)

�
Ow+O

�
h (w)�

�
1

2
w � h (w)

�
w

�


Let us consider a particular case of the transformation which is the rotation by 1800

about the vector w, i.e. w = Ow. In this case the second contribution perpendicular to
w changes the sign

h (w) =

�
1

2
w � h (w)

�
w�
�
h (w)�

�
1

2
w � h (w)

�
w

�
 (205)

Comparison of (204) and (205) shows that the second term must vanish, i.e.

h (w) =

�
1

2
w � h (w)

�
w (206)

The coe�cient is obviously an objective scalar. This completes the proof.
For the symmetric tensor we …nd the representation by investigation of the following

auxiliary function
h (w) = T (w)w (207)

This function is isotropic. Namely

h (Ow) = T (Ow)Ow = OT (w)OOw = Oh (w) 

Therefore, there exists a scalar function  () such that

h (w) =  ()w =) [T (w)�  ()1]w = 0 (208)

Hence, w is the eigenvector of T. Since the tensor T is symmetric we have the following
spectral representation

T (w) = (1) (w)w �w+(2) (w)u(1)�u(1) + (3) (w)u(2)�u(2) (209)
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where u(1)u(2) are the remaining unit eigenvectors of T. Now let us choose a rotation
about the vector w which satis…es the conditions7

Ow = w Ou(1) = u(2) Ou(2) = u(1) (210)

Then it follows from the spectral decomposition

T (w) = (1) (w)w �w+(3) (w)u(1)�u(1) + (2) (w)u(2)�u(2)

which yields
(2) (w) = (3) (w) 

Therefore the spectral representation of T reduces to the following form

T (w) =  0 ()1 + 1 ()w�w 1 () � (1) (w)�
1

2
(2) (w)  (211)

This relation speci…es the representation of the isotropic symmetric tensor function of one
vector variable.
Due to its practical importance we present in some details another special case of

isotropic functions of a single symmetric second rank tensors. Then we have
Representation Theorem (Rivlin, Ericksen).
Let hT be isotropic scalar-, vector-, and symmetric tensor-valued functions of a

symmetric tensor variable A. Then it is necessary and su�cient that they have the
following representations

1  (A) = 
�
(1) (2) (3)

�
 (212)

2 h (A) = 0

3 T (A) =  01+  1A + 2A
2

where   0 1  2 are scalar functions of the three eigenvalues (1) (2) (3) of A.
Proof. The su�ciency is trivial. We prove the necessity. For the vector function we

have
h
�
OAO

�
= Oh (A) 

and, choosing O = �1, we obtain h (A) = �h (A), which proves the Theorem.
For the scalar function, we have to show that whenever two tensors A and B have the

same eigenvalues, say
�
()
�3
=1
then  (A) =  (B). Using the spectral representation we

obtain

A =
3X

=1

()u() � u() B =
3X

=1

()v() � v() (213)

where u()v() are unit eigenvectors of A and B, respectively. Let us choose the trans-
formation O in such a way that

u() = Ov() (214)

7 i.e. in the basis
�
u(1)u(2)w

�
O (detO = �1) is given by the matrix

0
@

0 1 0
1 0 0
0 0 1

1
A 
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then the spectral representations (213) yield

A = OBO  (215)

Hence
 (A) = 

�
OBO

�
 (216)

and the de…nition of isotropy: 
�
OBO

�
=  (B) yields the Theorem.

It remains to prove the representation for the tensor function T. We prove it in two
steps. First of all, let us show that any eigenvector of A is also an eigenvector of T (A).
Let us choose O to be the rotation by 1800 about the eigenvector u(1) of A. Then

Ou(1)= u(1) Ou(2)= �u(2) Ou(3)= �u(3) =) OAO = A (217)

Since T (A) is isotropic, we have for this O

OT (A)O = T
�
OAO

�
=) OT (A) = T (A)O (218)

Hence
OT (A)u(1) = T (A)Ou(1) = T (A)u(1) (219)

and, for our choice ofO it means that T (A)u(1) must be parallel to u(1). Therefore u(1) is
the eigenvector of T. For the remaining eigenvectors the proof is identical. Consequently,
we can write the tensor T in the following form

T (A)=
3X

=1

()u()�u() (220)

where () are functions of A.
In the second step we show that this result implies the representation for tensors. Let

us …rst consider the case of distinct eigenvalues () of the tensor A. We consider the set
of the following three equations for  0 1  2

 0 + 
() 1 +

�
()
�2
 3 = 

()  = 1 2 3 (221)

Since the determinant
�������

1 (1)
�
(1)
�2

1 (2)
�
(2)
�2

1 (3)
�
(3)
�2

�������
=
�
(1) � (2)

� �
(2) � (3)

� �
(3) � (1)

�
(222)

does not vanish we can solve (221) with respect to 0  1  2. Substitution of (221) in
(220) yields

T (A) =  0

3X

=1

u()�u() +  1
3X

=1

()u()�u() + 3
3X

=1

�
()
�2
u()�u() = (223)

=  0 (A)1 + 1 (A)A+ 2 (A)A
2
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According to theCayley-Hamilton Theorem for tensors generated by a three-dimensional
vector space we have

A3 � A2 + A� 1 = 0 (224)

 = tr
3X

=1

()  =
1

2
tr
�
2 � trA2

�
= (1)(2) + (2)(3) + (1)(3) (225)

 = detA = (1)(2)(3)

where    are the principal invariants of A. It means that the set
�
1AA2

�
is

the basis of three linearly independent second order tensors for the space of all symmet-
ric second order tensors. It means that (223) is the representation of T in this basis.
Consequently, isotropy of T implies the isotropy of coe�cients  0  1  2. This proves the
Theorem for three distinct eigenvalues.
For two distinct eigenvalues the proof is similar and it yields 2 = 0. Finally, for three

identical eigenvalues every vector is the eigenvector of A and, according to (220), this
yields 1 = 2 = 0. This completes the proof.�
The above considerations demonstrate problems which arise in proofs of theorems

on the representation of isotropic functions. We shall not go into any details of this
painstaking tedious analysis (see original works of R. Rivlin, J. M. Spencer [74], [75],
[76], [77], G. F. Smith [69], [70], C.-C. Wang [90], etc.) and present Tables 5 to 7 with
…nal results. We skip here the problem of a maximum set of invariants needed for the
representation of a given scalar-, vector- or tensor-valued function. This is related to the
question of functional independence of invariants which we do not discuss in this course.
We refer to the original literature and to the book of I-Shih Liu [44] where some of these
questions, also for anisotropic materials, are presented in details.
Let us demonstrate on a simple example how to use the Tables. Let us say that

the symmetric tensor T is an isotropic function of two symmetric tensors AB. Then,
according to Table 6, it must have the form

T = 01+ 1A+ 2A
2 + 1B+ 2B

2 + 1 (AB+BA) + 2ABA+3BAB (226)

where scalar coe�cients 0 1 2 1 2 1 2 3 are functions of the scalar invariants

trA trA2 trA3 trB trB2 trB2 (227)

trAB trAB2 trA2B trA2B2

which follow from the Table 5 (top).

4.3 Material objectivity

We can now investigate the invariance properties of the example of thermoelastic model
which we have discussed in Section 2. The constitutive relations (120) were assumed to
have the following form

P = P (vF G)   =  (vF G)  (228)

Q = Q (vF G)  G :=Grad
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Quantities appearing in these relations transform under the Euclidean time dependent
transformation of frames in the con…guration space in the following way

P� = OP � =  Q� = Q v� = Ov+ _Ox+ _c (229)

F� = OF  � =  G� =G

The principle of material objectivity (frame-indi�erence) requires that constitutive func-
tions in (228) remain una�ected by this transformation, i.e. in the new frame

P� = P (v�F�  �G�)  � =  (v�F�  �G�)  (230)

Q� = Q (v�F�  �G�) 

where functions P ()   () Q () are the same in both frames. Consequently, the
combination of these relations yields

OP (vF G) = P
�
Ov+ _Ox+ _cOF G

�


 (vF G) = 
�
Ov+ _Ox+ _cOF G

�
 (231)

Q (vF G) = Q
�
Ov+ _Ox+ _cOF G

�


for all orthogonal O () and for all vectors c ().
Clearly, for O = 1 the above relations indicate that constitutive functions cannot be

dependent on the velocity v as we have indicated in Section 2.
It remains to investigate the relations

OP (F G) = P (OF G)   (F G) =  (OF G)  (232)

Q (F G) = Q (OF G) 

The polar decomposition yields the relation F = RU, where R is orthogonal. Conse-
quently, if we choose O = R , we obtain for the scalar function

 (F G) =  (U G)  (233)

which shows that constitutive functions cannot contain a dependence on R and they may
be dependent only on U or, equivalently, on C = U2. Hence, bearing relations (148),
(149) in mind, the result of the material objectivity is as follows

 =  (CG)   =  (CG)   =  (CG)  (234)

P = 20F


C
(CG)  Q = Q (CG) 

Hence the dependence on R appears in the explicit manner in the relation for Piola-
Kirchho� stress tensor and this is the result of the rule of transformation for this tensor
which behaves from the left as a vector in the current con…guration (Eulerian).
In general, we can formulate the principle of material objectivity as follows

The constitutive function of an objective quantity must be independent of the
frame in the space of con…gurations.
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On the other hand, the orthogonal transformation of frames in the reference con…gu-
ration requires

P (C G)O = P
�
OCO  OG

�


 (C G) = 
�
OCO  OG

�
 (235)

OQ (C G) = Q
�
OCO  OG

�


the …rst transformation characteristic for three vectors e ,  = 1 2 3, the second
one for the scalar, and the last one again for the vector e . These isotropic functions
depend on one vector and one symmetric tensor. The dependence on the scalar  is
immaterial for transformation properties. Bearing the results presented in Table 5 in
mind we obtain for the internal energy 

 =  (    jGj    )  (236)

where the scalar invariants are de…ned as follows

 = trC  =
1

2

�
2 + trC2

�
  = detC (237)

 = G �CG  = G �CG

This general result simpli…es considerably when we account for the thermodynamical
admissibility which we investigated before. Then the dependence on jGj    cannot
appear, i.e.

 =  (   )  (238)

P = P (   ) 

Hence, according to (234) we obtain the following relation for the Piola-Kirchho� stress
tensor

P = 20F

�



1+




(1�C) + 


C�1

�
= (239)

=
p

�
@01+ @1B+ @1B�1�F 

where

@0 = 2

�




+ 





�
 @1 = 2




 @�1 = 




 (240)

are the so-called elasticities depending on invariants    and the temperature  ,
and the constitutive relation (239) describes the compressible Mooney-Rivlin material . In
this derivation we have used the mass balance (105), the Caley-Hamilton Theorem and
the fact that invariants for the Cauchy-Green deformation tensors C and B are identical.
Mooney-Rivlin material is one of the most frequently used models of the nonlinear elastic
behavior of materials such as rubber (comp. [33], [88], [91], [58], [56]).
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Table 5: Isotropic scalar invariants (top) and Isotropic vector invariants (bottom)

Invariant elements
One variable:
v v � v
A = A : trA trA2 trA3

W = �W : trW2

two variables:
v1v2 : v1 � v2
vA : v �Avv �A2v
vW : v �W2v
A1A2 : trA1A2 trA1A

2
2 trA

2
1A2 trA

2
1A

2
2

W1W2 : trW1W2

three variables:
v1v2A : v1 �Av2v1 �A2v2
v1v2W : v1 �Wv2v1 �W2v2
vA1A2 : v �A1A2v2

vW1W2 :
v �W1W2vv �W1W

2
2v

v �W2W
2
1v

vAW : v �WAvv �WA2vv �WAW2v
A1A2A3 : trA1A2A3

W1W2W3 : trW1W2W3

A1A2W :
trA1A2W trA1A

2
2W

trA2A
2
1W trA1WA2W

2

AW1W2 :
trAW1W2 trAW1W

2
2

trAW2W2
1

four variables:
v1v2A1A2 : v1 �A1A2v2v1 �A2A1v2
v1v2W1W2 : v1 �W1W2v2v1 �W2W1v2
v1v2AW : v1 �AWv2v1 �WAv2

Generator elements
one variable:
v : v
A orW : 0

two variables:
vA : AvA2v
vW : WvW2v
three variables:

vA1A2 :
A1A2v
A2A1v

vW1W2 :
W1W2v
W2W1v

vAW : AWvWAv
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Table 6: Isotropic symmetric tensor invariants

Generator elements
no variable:
0: 1

one variable:
v : v � v
A : AA2

W : W2

two variables:
v1v2 : v1 � v + v2 � v1
vA : v�Av +Av� vAv�Av

vW :
v�Wv+Wv � vWv�Wv
Wv�W2v +W2v �Wv

A1A2 : A1A2 +A2A1A1A2A1A2A1A2

W1W2 :
W1W2 +W2W1W1W

2
2 �W2

2W1
W2

1W2 �W2W2
1

AW :
AW �WAWAWA2W �WA2
WAW2 �W2AW

Table 7: Isotropic skew symmetric tensor invariants

Generator elements
one variable:
v or A : 0
W : W
two variables:
v1v2 : v1 � v2 � v2 � v1
vA :

v�Av �Av� vv �A2v �A2v� v
Av�A2v �A2v �Av

vW : v �Wv �Wv� vv�W2v�W2v � v

A1A2 :
A1A2 �A2A1 A1A

2
2 �A2

2A1A
2
1A2 �A2A

2
1

A1A2
2A1 �A2

1A2A1A2A1A2
2 �A2

2A1A2

W1W2 : W1W2 �W2W1

AW : AW +WAAW2 �W2A
three variables:
v1v2A : v1 �Av2 �Av1 � v2v2 �Av1 �Av1 � v2
v1v2W : v1 �Wv2 �Wv1 � v2v2 �Wv1 �Wv1 � v2
vA1A2 :

A1v�A2v �A2v�A1vA1A2v� v � v�A1A2v
A2A1v� v � v �A2A1v

A1A2A3 :
A1A2A3 �A3A2A1A2A3A1 �A1A3A2
A3A1A2�A2A1A3

55



In many cases it is simpli…ed even further by the assumption of incompressibility.
Then there are only two scalar elasticity coe�cients and they are independent of 
which is equal to one for incompressible materials.
For the heat ‡ux, we can use the result reported in Table 5 (bottom) and obtain

Q = 1G+2CG+3C
2G (241)

where 12 3 are functions of     jGj    . We rest at this result the
presentation of the example.
We are now in the position to formulate Theorem which enable the exploitation of

some identities following from the entropy inequality.
The main Theorem proved by I-Shih Liu [48] has the following form:
Proportionaliy Theorem: Let H and Q be isotropic vector functions, and � be an

isotropic scalar function, of an arbitrary number of vector and tensor variables. Assume
that

i/ for  vector variables v  = 1  

�



+



�
� �

�



+



�
= 0 (242)

ii/ for every other vector variable u




� �



= 0 (243)

iii/ for every tensor variable A




� �



= 0 (244)

Then � is constant and
H =�Q (245)

holds, for  = 1 and  = 2 with the assumption that Q and v1 � v2 be functionally
independent (i.e. Q does not contain contributions proportional to v1 � v2).
Corollary.
The above Theorem remains valid
i/ if for any symmetric tensor variable A, the condition (244) is replaced by

�



+




�
� �

�



+



�
= 0; (246)

ii/ if for any skew symmetric tensor variableW, the condition (244) is replaced by
�



� 



�
� �

�



� 


�
= 0 (247)

These results can be generalized to cases in which the right-hand side of di�erential
identities is di�erent from zero.
We skip very technical proofs and use these results further in the exploitation of the

entropy inequality for systems more complex than thermoelastic materials.
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5 Equilibrium thermodynamics of J. W. Gibbs

5.1 Preliminaries

Classical works on thermodynamics were done primarily in relation to engineering ap-
plications. One of the …rst who worked on the second law of thermodynamics was Sadi
Carnot [Nicolas L�onard Sadi (a name given after a medieval Persian poet and philoso-
pher Sadi of Shiraz) Carnot, 1796-1832; he died during the cholera epidemic in Paris].
The description of his work on heat engines (Pierre R. Roberge, see [51]) indicates what
kind of thermodynamics was developed at this time: ”Carnot devised an ideal engine
in which a gas is allowed to expand to do work, absorbing heat in the process, and is
expanded again without transfer of heat but with a temperature drop. The gas is then
compressed, heat being given o�, and …nally it is returned to its original condition by
another compression, accompanied by a rise of temperature. This series of operations,
known as Carnot’s cycle, shows that even under ideal conditions a heat engine cannot
convert into mechanical energy all the heat energy supplied to it; some of the heat energy
must be rejected.”
The above description indicates that thermodynamics of these times was concerned

with collections of homogeneous systems which were transferred between di�erent equilib-
rium states. Neither temporal nor spatial variables were appearing in these considerations.
In spite of these ‡aws, the classical thermodynamics has solid theoretical foundations [24]
and …nds numerous practical applications in many brunches of modern science and tech-
nology.
In this Section, we present some basic notions which arise in such a formulation. We

limit the attention to the simplest substance modelled by thermodynamics of equilibria
(thermostatics) – an ideal gas. There are numerous textbooks on this subject beginning
with the classical works of Gibbs [30] and Planck [60], through well-known reference
books of Elwell and Pointon [23] or [6], to modern presentations imbedded in the frame
of statistical mechanics [36], [71], [63] as well as [61]. In principle, we follow the way of
argumentation of J. W. Gibbs.

5.2 Thermostatics of ideal gases

We assume that a one-component system undergoes homogeneous and quasistatic processes
which are described by changes of the volume  (units: [m3]), and of the energy  (units:
joul [J] =

�
kg �m2/s2

�
). The latter is identical with the potential energy because the ki-

netic energy is negligible in quasistatic processes. Each combination of these two variables
( ) is called the state of the system and processes in this model are identi…ed by their
initial and …nal states and, additionally, by some quantities not belonging to the space of
states.
The volume  is frequently replaced by some other equivalent variables describing the

con…guration of the system. One of them is the number of moles , , of the substance
contained in the system. One mole is de…ned as the mass of the system consisting of
 = 60237 � 1023 molecules of the gas. The number  is called the Avogadro number.
Below we quote masses corresponding to one mole of di�erent substances. We use in these
relations the notion of the relative molecular mass  = 0, where  is the molecular
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mass of a gas, and 0 is either the atomic mass of the hydrogen  = 167329 � 10�24 g,
or, in more recent formulations, 1/12 of the atomic mass of carbon 0 = 166011 �10�24 g.
In practical applications, the di�erence between these two de…nitions is usually ignored.

molecular hydrogen 2  = 2 1 mol =  � �  = 2015879394 g
molecular oxygen 2  = 32 1 mol =  � �  = 3225407030 g
molecular nitrogen 2  = 28 1 mol =  � �  = 2822231152 g
carbon   = 12 1 mol =  � �  = 1209527636 g
argon   = 40 1 mol =  � �  = 4031758788 g
chlor   = 35 1 mol =  � �  = 4031758788 g
natrium   = 23 1 mol =  � �  = 2318261303 g

Then the following combinations of variables are frequently used

 =  =  [kg] – total mass of the system,
 = 

�
kg/m3� – mass density,

 = 1 [m3/kg] – speci…c volume,
 =  [J/kg] – speci…c energy.

In contrast to densities which we were using before these are not …elds. They are not
related to the space variable x. As systems are homogeneous they may be considered to
be …elds constant in space.
The number of moles is a very useful variable when we consider mixtures of many gases.

Then the number of moles of a chosen component of the mixture gives a contribution of
this component to the whole mixture. We discuss such mixtures in the second part of the
Section.
Let us …rst consider balance equations which we have investigated in previous Sections

in the particular case of homogeneous systems.
As the motion is not considered the momentum balance equation is trivially satis…ed.

Only boundary conditions for the bodyB (mechanical equilibriumwith the external world)
must be veri…ed.
We consider …rst the conservation of energy for processes without exchange of heat.

Then the energy balance equation reduces to the form




= �
I

B
v � n+

Z

B
b � v T = �1 (248)

The time does not appear in classical thermostatics and, consequently, the above relations
must be written in the form of increments

 = 0 (249)

where

0 =

�Z

B
b � v�

I

B
v � n

�
 (250)

This relation indicates that both approaches to thermodynamics – the …eld model and
the model of homogeneous systems may coincide only if relaxation processes to thermo-
dynamical equilibrium are su�ciently fast (i.e. the characteristic relaxation times are
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much shorter than characteristic times of macroscopic observations) and, simultaneously,
su�ciently slow in order to consider them to be quasistatic.
Bearing homogeneity assumption in mind ( = ), according to the mass balance

we obtain I

B
v � n =

Z

B
div v � 


  = volB (251)

Hence, when we neglect the in‡uence of body forces,

 +  = 0 where  =  ( )  (252)

The contribution 0 = � is called the mechanical power. The notation 0 means
that, in contrast to  the mechanical power is usually not a full di�erential of any
function.
The relation for  is the constitutive law, characteristic for the ideal gas. We transform

it later to the form which is called the caloric state equation. The above form of the energy
conservation law is characteristic for systems in adiabatic isolation.
It is easy to construct examples of systems in which the volume remains constant but

the energy of the system changes:  = 0  6= 0. In such cases, relation (249) cannot
be satis…ed and we have to add the contribution describing the exchange of energy with
the external world which undergoes by a constant volume. We denote this contribution
by 0 and call it the heat exchange. Such systems are said to be in diathermal isolation.
Comparison with the energy conservation which we were discussing for the …eld model
yields

0 =

�Z

B
 �

I

B
q � n

�
 (253)

If the system is neither in adiabatic nor in diathermal isolation both changes are
possible and the energy conservation law has the form

 = 0 + 0 (254)

In the classical thermostatics this relation is called the …rst law of thermodynamics.
It was Julius Robert Mayer (1814-1878) who discovered the law [49]. Asimov writes

[3]: "In 1842 he not only presented a …gure for the mechanical equivalent of heat but also
clearly presented his belief in the conservation of energy. He had some di�culty getting
his paper on the subject published but Liebig …nally accepted it for the important journal
he edited. Though Mayer was …ve years ahead of Joule his paper aroused no interest, and
in the end it was Joule, with his imposing experimental background, who received credit
for working out the mechanical equivalent of heat. And it was Helmholtz who received
credit for announcing the law of conservation of energy because he announced it so much
more systematically. Yet Mayer went further than either of the other two, for he included
living phenomena in the realm of energy conservation...Mayer’s failer to be appreciated
and the fact that he was on the losing side in controversies as to priority a�ected him
strongly. He tried to commit suicide in 1849 by jumping from a second-story window and
failed in that too."
Now we consider two systems A and B in the adiabatic isolation. Their states are given

by ( ) and ( ), respectively. The corresponding pressures are  =  ( )
and  =  (  ). We create the following process. Without violating the adiabatic
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isolation from the external world, we bring the two systems to a contact through an
diathermal wall. There appears an exchange of energy between the systems and, according
to the …rst law of thermodynamics we have

 = 
0  = 

0 (255)

As we did already in the …eld theory we assume that the energy is an additive function.
Then, for the system which consists of A and B

 =  +  = 0 =) 0 + 
0 = 0 (256)

due to the adiabatic isolation of both systems from the external world.
The assumption on additivity implies, as before that there are no long-range interac-

tions between systems and that the energy does not concentrate on the wall of contact
between both systems. Such walls or interfaces are called ideal.
The process created in the above described manner yields new states of equilibrium

( 0
 )  (

0
 ) in which the exchange of energy between both systems ceases. As the

full energy of the system does not change only one of the quantities 0
0
 is independent.

Consequently, for these two systems one can introduce a function  which determines
the states of equilibrium

 (
0
 ) =  (

0
 )  (257)

Properties of this function are determined by the so-called zeroth law of thermodynamics.
It says that the equilibrium states of systems are transitive, i.e. for three arbitrary systems
A, B, C, the equilibrium between two arbitrary pairs, say, (A,B) and (A,C) implies the
equilibrium of the remaining pair (C,B). In terms of the function  this condition has the
form

 ( ) =  ( ) and  ( ) =  ( ) =) (258)

=)  ( ) =  (  ) 

It means that there exists a function  (  ) which determines whether two systems in
contact through a diathermal wall are in equilibrium or not. This function is called the
empirical temperature.
We assume additionally that the empirical temperature is invertible with respect to

the …rst argument, i.e. we can write  (  ) and the state of the system is described by
the pair (  ).
We proceed to formulate the second law of thermodynamics for homogeneous systems

considered in this Section. It consists of two parts. First of all, let us consider a state
(  ) and some vicinity of this state. Some of the states of this vicinity are attainable from
(  ) by purely mechanical (adiabatic) processes, some other not. For latter, some heat
must be exchanged with the external world. This assumption has been already made by
Sadi Carnot in his work on e�ciency of heat engines. As a mathematical statement it has
been introduced to thermodynamics by C. Carath�odory in 1909 [16] : in any neighborhood
of an arbitrary state there exist states which are not attainable on an adiabatic path (a
process in which 0 = 0).
In the simple case which we consider in this Section it means that, for such states

 � 0 6= 0. Carath�odory proved that his assumption yields the integrability of this
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1-form, i.e. the existence of functions  and � such that

 = �( � 0 )  (259)

This statement is trivial in the case of two variables   – the 1-form of two variables
is always integrable. However the statement is not trivial in cases of systems described
by more variables. We consider some of them further in this Section.
The state function  is called the entropy of the system. We proceed to prove some

properties of this function. However, it should be stressed that, in contrast to claims in
some books on the classical thermostatics, the above relation is only a part of the second
law. We return later to this point.
Let us begin with the investigation of the multiplier �We consider two systems A, B

in thermodynamical equilibrium and possessing states ( )  ( ). Bearing (259) in
mind we have

 = � ( + )   = � ( + )  (260)

for an in…nitesimal change of these states. Simultaneously, the state of the system which
consists of A and B in the diathermal contact is described by the parameters (  )
and its changes of energy  and entropy  are as follows

 =  +  = � ( + ) ) (261)

)  = �( +  +  + ) 

where the additivity of the energy was used.
Let us transform the variables

( )! ( )  ( )! ( )  (262)

Bearing (260) in mind we obtain

 =



 +




 +




 = �

�

�

+

�

�


Hence



= 0




=

�

�





=

�

�
 (263)

These relations imply the following integrability conditions

2


=

2


) 



�
�

�

�
= 0 (264)

2


=

2


) 



�
�

�

�
= 0

They can be written in the form

1

�

�


=

1

�

�


=
1

�

�


=  ()  (265)
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where  () is an arbitrary function of the empirical temperature . Integration of these
relations yields the following multiplicative representation of multipliers

� ( ) =  () exp

�Z
 () 

�


� ( ) =  () exp

�Z
 () 

�
 (266)

� (  ) =  ( ) exp

�Z
 () 

�


Let us introduce the notation

 () =

�
 exp

�Z
 () 

���1
 (267)

where  is an arbitrary positive constant. The quantity  is called the absolute temper-
ature. It is clear from the above construction that it is a universal function, i.e. it is the
same for all systems described by the above model.
Substitution of results (266), (267) in (260) yields

 0 =
1

 ()
( + )   0 =

1



Z



+ const (268)

This new function  0 is also called the entropy. The above relation is quite general and
we use it in the form

 =
1


( � 0 )  (269)

It is called the Gibbs equation.
Gibbs equation describes only reversible changes of the entropy. We have seen that the

second law of thermodynamics in the …eld approach de…nes as well the so-called dissipation
function. In order to introduce a similar notion within the frame of thermostatics, we
have to make a rather arti…cial extension of the notion of changes of entropy. Namely,
we have to assume that the increment of entropy 0 consists of two contributions: a
reversible part which appears in the Gibbs equation and is related to the heat exchange
 = 0 and from the irreversible part 0 which is nonnegative8. For changes
of the total entropy we have then 0 =  + 0 = 0 +

0

and the following

inequality is assumed to hold

0 � 
0


� 0 � 1


( +  ) � 0 (270)

where we have used the …rst law of thermodynamics. Gibbs equation and the above
inequality form together the second law of thermodynamics in the form presented in this
Section.
The above inequality can be written in the form

 ( � ) � � �  (271)

8In the general case, one cannot even assume that 0, and consequently 0, are full di�erentials
of some functions. In this sense, the nonequilibrium entropy  and the total entropy  may not exist
within this approach.
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provided we assume the existence of the entropy function beyond reversible processes.
This inequality forms the basis for analysis of stability of equilibrium states. It says that
the Helmholtz free energy � =  �  possesses a minimum in the state of equilibrium
reached on the isothermal ( = 0) and isochoric ( = 0) ways. Further we show such
an analysis for systems in adiabatic isolation.

5.3 Legendre transformations

Now we present a few simple conclusions from Gibbs equation. Let us assume that states
are described by variables: absolute temperature  and volume  . Then we have

 =



 +




 =

1



�



 +

�



+ 

�


�
 (272)

Since  and  are arbitrary it follows immediately




= 




  = �

�



�  



�
 (273)

These important relations couple constitutive relations for   and  They can be written
in a simpler form by means of the Helmholtz free energy, �,

� =  �  = �(  ) ) (274)

)  = ��

  = ��  �


  = ��




Hence, it follows from the Gibbs equation that we have to know only one constitutive
function for the Helmholtz free energy, the remaining relations for internal energy, entropy
and pressure following by di�erentiation. We say that the Helmholtz free energy is a
thermodynamical potential for this choice of state variables.
Let us transform the state variables in the following way

(  )! ( )  (275)

Then the Gibbs equation can be written in the form

 = � +    =  �  +  =  ( )  (276)

Similarly as before we obtain by di�erentiation

 = �

  =




  = �  


� 


 (277)

Therefore for this choice of state variables the function  is the thermodynamical poten-
tial. It is called the Gibbs free energy.
Finally for the transformation of variables

(  )! ( )  (278)

we have
 =  +    =  +  =  ( )  (279)
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and

 =



  =




  =  � 


 (280)

The potential  is called the enthalpy.

state variables thermodynamical potential
(  ) – entropy 
(  ) – Helmholtz free energy � =  � 
( ) – Gibbs free energy (free enthalpy)  =  �  + 
( ) – enthalpy  =  + 

The above presented transformations of variables illustrate the so-called Legendre
transformation, in which the transformation of variables yields a corresponding trans-
formation of the potential. A particular choice of variables depends only on a particular
application of the model especially related to possibilities of control of variables in ex-
periments. For instance, in a simple mechanical experiment of extension of the rod we
can control either the force applied to the rod (soft loading device), or its extension (hard
loading device). In thermodynamics it is sometimes easier to control the temperature and
sometimes (e.g. for shock waves) the entropy.
Apart from the above direct consequences of the Gibbs equation constitutive relations

lead to the so-called integrability conditions. We show here only one example.
Relation (272) contains on the left hand side the full di�erential. This yields the

symmetry of the second mixed derivative with respect to   . Hence, we have





�
1







�
=




�
1



�



+ 

��
 (281)

or, after simpli…cations,



= 




�  (282)

This is an example of the Maxwell relation. The above relation is called Clausius-
Clapeyron equation. Such relations appear in thermodynamics of more complex systems
and form the basis of chemical thermodynamics. They play, for example, a very im-
portant role in experimental veri…cation of thermodynamical potentials. Relation (282)
means that the derivative of internal energy does not have to be estimated from di�cult
calorimetric experiments but it follows from the so-called thermal state equation

 =  (  )  (283)

However, some calorimetric experiment is necessary for the estimation of internal energy.
Namely, from the …rst law of thermodynamics we have

0 =  +

�



+ 

�
  =

1






 (284)

where  is speci…c heat under constant volume. Bearing (282) in mind, we obtain





= 
2

 2
)  = 

0
 + 

2

 2

Z

0

 (285)
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This relation shows that the speci…c heat follows from the thermal state equation (283) up
to a function of temperature 0 ( ). This function must be found in a single calorimetric
experiment for which  = 0.
Relations (282) and (285) determine both derivatives of the energy and their integra-

tion yields up to a constant the following caloric state equation

 =  (  )  (286)

In many cases it is more convenient to control pressure rather than volume. From the
…rst law of thermodynamics it follows for the state variables ( )

0 =  ( +  )�   =  ( +  )


 +

�
 ( +  )


� 
�
 (287)

It should be stresses that  +  is here not the enthalpy  which is the potential for
variables ( ). The quantity

 =
1



 ( +  )


  =  ( )   =  ( ) 

is called the speci…c heat under constant pressure.
The above transformation of variables leads also to the following relation

 �  =
1



�



+ 

�



 (288)

i.e.

 =


= 1 +

��




�����
=

+ 

�




�




�����
�1

=

 (289)

where the coe�cient  is the so-called adiabatic exponent frequently appearing in gas
dynamics.
Apart from the above discussed laws (principles) of thermodynamics it is assumed that

the state of thermodynamical equilibrium is stable. Let us investigate this assumption.
The condition of stability for systems in adiabatic isolation (i.e. for 0 = 0  = 0)
requires that entropy should have a maximum in this state. In some practical applications
this condition may not be satis…ed. It concerns, in particular, the so-called metastable
equilibrium states which appear in the description of phase transformations. They are
sometimes called frozen equilibria because systems may appear in these states only for a
…nite time duration. We shall not discuss such problems in this course.
Let us consider two identical thermodynamical systems each of them having the energy

 and the volume  . We connect these systems and assume that the joined system is in
adiabatic isolation. Let us assume that the initial equilibrium state has been disturbed
in such a way that the initial state of the …rst system becomes ( +   +  ) while
the initial state of the second system becomes ( �  �  )  The system develops
to a new equilibrium state in which the entropy reaches its maximum. As the entropy is
an additive function we have

 (2 2 )   ( +  +  ) +  ( �   �  )  (290)
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Let us expand this relation into the Taylor series. We obtain ( 


= 0 


= 0)

2

2
()2 + 2

2


 +

2

 2
( )2  0 (291)

It means that Hessian (the matrix of second derivatives) has to be negative de…nite. For
chosen variables Gibbs equation indicates as well




=

1







=



 (292)

Changing the variables (  )! (  ) we obtain immediately


 2

( )2 � 1






( )2  0 (293)

This inequality indicates the following stability conditions of the thermodynamical
equilibrium

  0   0  = � 

 (294)

where the coe�cient  is called isothermal compressibility modulus.
We complete this review of classical thermostatics of single component systems with

the presentation of the simplest example of the thermodynamical model of ideal gases.
Real gases of small densities behave in high temperatures almost like ideal gases, i.e.
substances whose thermal state equation  =  (  ) has the form

 = 



 where  = 83153 � 103 J

kg �K   =


0
 (295)

Depending on applications the thermal state equation is written in di�erent forms.
Most frequently used relations are collected below.

 = 





 =



 where  =

1


=



 or applying  =   =



0
(296)

 =  where  = 0 = 138044 � 10�23 JK – Boltzmann constant,

 =



=





 is the universal gas constant . Thermal state equation implies for normal conditions:
 = 1 atm.,  = 27315 K (00 C),  =  (Avogadro number)

 =



= 224207 liter.

The air is the mixture of gases

7808% nitrogen 2, 2095% oxygen 2, 094% argon , 003% carbon
dioxide 2.
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Hence the molecular mass of the air is as follows

 = 078082 + 020952 + 0009 + 000032 =)
)  

 =

0

= 2896

In contrast to the thermal state equation, specifying the constitutive relation for pres-
sure, caloric state equation speci…es the constitutive relation for the speci…c internal energy
 (  ). For ideal gases

 = 



 +  (297)

where  is a constant:

 =

8
<
:

3
2
for monatomic gases,

5
2
for two-atomic gases,

3 dla poliatomic gases.
(298)

The constant  is di�erent for di�erent gases and it has a bearing in description of chemical
reactions. It is important to notice that the internal energy of ideal gases is independent
of pressure.

5.4 Thermostatics of mixtures of ideal gases

We proceed to present some elements of the thermostatic mixture theory. This is the most
important part of the classical thermostatics. We consider a thermodynamical system
which is the homogeneous mixture of  distinguishable components. In thermostatics we
are not interested in a relative motion of these components (di�usion processes). This
will be the subject of further Sections. Thermostatics of homogeneous multicomponent
systems (mixtures) was constructed by Gibbs [30].
The following notions are characteristic for a mixture of  components

 – mass of the component ,  = 1  
 =  – partial mass density of the component 
 =  – partial speci…c volume ( - volume under pressure  and temperature  )

 =  – concentration of the component  ( =
X

=1

 - total mass)

 – particle number of the component 
 =  – mol number ( – Avogadro number: 60221367� 1023mol�1)
 =  – particle density

 =  – mol fraction ( =
X

=1

 – total number of moles)

 – volume fraction ( – volume of the pure substance  under  and  )
 – pressure fraction

where  is the so-called partial pressure, and the total (bulk) pressure , the total mass
density , the total (bulk) speci…c internal energy  and the total (bulk) speci…c entropy
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 are given by the relations

 =
X

=1

  =
X

=1

  =
X

=1

  =
X

=1

 (299)

As the system is homogeneous the total energy, entropy, etc. follow by the multiplication
with the total mass , e.g.  =   = , etc.
The most important thermodynamical potential for an arbitrary component  of the

mixture is the so-called chemical potential . Its importance follows from the fact that,
in contrast to the partial pressure, , it is continuous across semipermeable membranes.
Semipermeable membranes are walls (interfaces) between systems which are permeable
only for some components of these systems. We proceed to present some details.

Fig. 8: Semipermeable membrane B between two mixtures containing the component 

Let us consider a system at a given constant temperature  schematically shown in
Fig. 8. On both sides of the membrane B permeable for the component  (i.e. the
membrane is material with respect to all components except of  which may ‡ow through
the membrane) there is a mixture in which the schematically indicated pistons sustain
constant total pressures  and  . According to the stability condition (271) we have
for this system

 ( � ) � � �   �   ) (300)


�
 �  +   +  

�
� � +   +   = 0

Hence the quantity  =
�
 �  +  

�
+
�
 �  +  

�
reaches minimum

in the equilibrium state (in an arbitrary process approaching equilibrium it must decay).
This quantity is called the free enthalpy of the whole system and it is the sum of free
enthalpies of both subsystems. Due to the fact that mixtures on both sides of the mem-
brane may be di�erent these free enthalpies may be functions of di�erent variables. Of
course, they must be functions of temperature and total pressure but they may depend
on mass contributions of components as well. For the total free enthalpy , we have then

 = 
�
  

1  

  




�
+

�
   

1   

   




�
 (301)
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Due to the fact that the membrane B is permeable only for the component , all variables
except of 

 

 are in this relation constant and, additionally, the sum  = 

 +



must be constant as well. Consequently, the minimum condition has the form






= 0 ) 




=





 (302)

It means that the derivative of the free enthalpy with respect to the mass contribution of
the component  is continuous across the semipermeable membrane. For this reason, we
de…ne the chemical potential in the following way

 =



 (303)

Then the equilibrium condition has the form


�
   

1  



�
= 

�
   

1   



�
 (304)

De…nition (303) yields immediately the following integrability condition




=



 (305)

Additionally, additivity of the free enthalpy  leads to the relation

 =
X

=1

 (306)

Namely, let us consider a -tuple enlargement of the system. We have then

 (  1  ) =  ( 1  ) 

Di�erentiating with respect to  we obtain

X

=1

 (  1  )

 ()
 =

X

=1

 ( 1  )


 =  ( 1  ) 

Bearing (303) in mind we obtain (306).
This means as well that additivity of  yields the invariance of the chemical potential

with respect to the enlargement of the system, i.e.

 (  1  ) =  ( 1  ) 

This is possible only if the chemical potential  does not depend directly on the mass
of components but on their fractions such as concentrations , or mol fractions ,

 = 1  � 1 ( = �
�1X

=1

!),

 =  ( 1  �1)  (307)
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This property of the chemical potential shows that for a one-component system the
chemical potential and the density of the free enthalpy  =  are identical.
Di�erentiation of the relation (306) with respect to  yields




=  +

X

=1




 )
X

=1




 = 0

and, accounting for the integrability condition (305),

X

=1




 = 0 (308)

This relation is called the Gibbs-Duhem relation.
It remains to formulate the Gibbs equation for mixtures. According to the de…nition

of the chemical potential (303) we obtain

 = � +   +
X

=1

 (309)

The following Maxwell relations (integrability conditions) result from this Gibbs equa-
tion





= �


and




=


 (310)

This completes the review of thermostatics.

6 Extended thermodynamics – general structure

There are many ways of constructing macroscopic thermodynamical models describing
processes far from thermodynamical equilibrium. One of them relies on the extention
of the set of constitutive variables by including higher spatial gradients and higher time
derivatives (e.g. Rivlin-Ericksen ‡uids, Burnett’s model of gases, etc.). Another way
relies on the extention of the number of …elds. By an appropriate transformation these
additional …elds vanish in thermodynamical equilibrium, i.e. they form a sort of measure
of deviation from equilibrium. Such extentions are suggested by kinetic theories.
We present a strategy of constructing thermodynamical models within the second class.

This set of …elds goes beyond this of ordinary continuum thermodynamics i.e. beyond
the set of densities of mass, momentum and energy. Typical extensions would be ‡uxes
of momentum (i.e. stress tensor) and energy (i.e. heat ‡ux).
Thermodynamical modeling for an extended set of …elds should possess the following

essential ingredients

– fundamental equations are of balance type; this yields mathematically a
possibility of weak solutions and shock waves,

– constitutive relations (closure problem for balance equations) are local in
space and time which yields sets of quasilinear …eld equations of the …rst
order,
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– second law of thermodynamics consists of the entropy inequality and condi-
tions on ideal walls in which the entropy density is concave and this, in turn,
yields symmetric hyperbolic …eld equations (well-posed Cauchy initial value
problems).

This strategy is called the extended thermodynamics (see: [45], [55], [98]).
In this Section we …rst demonstrate a general structure of such a modeling procedure.

In the next Section we show its application in modeling viscoelastic materials.
Let us begin with an analysis of a general thermodynamical model which describes

-dimensional vector …eld w 2 V as a function of spatial and temporal variables (x ).
This …eld is assumed to satisfy balance equations

F0


+
F


= f̂  F0F1F2F3 f̂ 2 V (311)

where densities F0, ‡uxes F  = 1 2 3, and productions f̂ are assumed to be only func-
tions of …elds w. This is a particular case of the structure investigated in Section 3, where
constitutive variables w 2 V were assumed to contain not only …elds w but also some
derivatives of …elds. The constitutive dependence on …elds alone is the …rst characteristic
feature of the extended thermodynamics and this feature was already discovered in kinetic
models. Hence, …eld equations of extended thermodynamics are provided by constitutive
relations of the form

F0 = F0 (w)  F = F (w)   = 1 2 3 f̂ = f̂ (w)  (312)

For this reason, we say that constitutive relations of extended thermodynamics are local
in space and time: they depend on …elds in the same space-time point as the constitutive
quantities without any constitutive in‡uence of gradients or time derivatives of …elds. Let
us mention in passing that there exists also another version of extended thermodynamics
in which constitutive variables contain gradients and time derivatives of …elds as well (e.g.
[41]).
All solutions of …eld equations which follow by the above closure are called thermody-

namical processes.
According to procedures which we were already discussing in this course there are

some principles which restrict the class of thermodynamical processes. The main of them
are as follows

– the entropy inequality,

– the convexity,

– the principle of relativity.

The combination of the …rst two principles is called the entropy principle and it is the
most essential part of the second law of thermodynamics.
As we know already thermodynamical processes are admissible if the following in-

equality is ful…lled




+



� 0  =  (w)   =  (w)  (313)

71



The principle of convexity has then the form

8z 2V : z�
�
2

ww
z

�
 0 (314)

Finally, the principle of relativity within the frame of nonrelativistic models means
that …eld equations and the entropy inequality have the same form in all Galilean frames.
Let us investigate the condition of thermodynamical admissibility. According to Liu’s

Theorem we can introduce the Lagrange multipliers � (w) 2 V such that the inequality




+



�� �
�
F0


+
F


� f̂
�
� 0 (315)

holds for all …elds and not only for solutions of …eld equations. The solution of this
inequality is as follows



w
=

�
F0
w

�
�


w

=

�
F
w

�
� � � f̂ � 0 (316)

The …rst two conditions can be also written in the form

 () = ��F0  = ��F (317)

Hence the multipliers are independent of the choice of the …eldsw. In particular, assuming
that F0 is not degenerate we can choose

w = F0 =)


w
= � =) �

w
=

2

ww
 (318)

Consequently, the derivatives �
w
form the symmetric and negative de…nite (principle of

convexity!) matrix. This means that the map w! � is globally invertible. By doing
such a change of variables we obtain the following transformed constitutive relations

F0 = F0 (�)  F = F (�)   = 1 2 3 f̂ = f̂ (�)  (319)

 =  (�)   =  (�) 

Then relations (317) can be written in the following form

 ( �� � F0) = �F0 � �  ( �� � F) = �F � � (320)

Hence, one can introduce the four-potential

h0 (�) � f00 0g := f �� � F0  �� � Fg  (321)

which speci…es the constitutive relations of contributions to the left-hand side of …eld
equations

F0 = �
0
0

�
 F = �

0


�
 (322)

Simultaneously

 (�) = 00 ���
00
�

  (�) = 
0
 ���

0
�

 (323)
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The residual inequality has the form

� � f̂ (�) � 0 (324)

The existence of the four-potential (321), (322) whose components are also known
as generators and the residual inequality (324) exhaust the consequences of the entropy
inequality.
Integrability conditions for h0 (�) yield the symmetry of the matrices

F0
�


F
�

 (325)

These conditions, extensions of Maxwell relations of ordinary thermodynamics, provide
severe restrictions on the functions F0F.
Substitution of (322) in …eld equations (311) yields

� 200
��

�


� 20
��

�


= f̂  (326)

which means that the system is symmetric as the coe�cients are Hessian matrices. This
symmetry is visible if we choose Lagrange multipliers � as …elds. For this reason these
…elds are called main …elds. Together with the convexity assumption this yields the
conclusion that the system is symmetric hyperbolic.
Hyperbolicity of the set of …eld equations guarantees …nite speeds of propagation of

disturbances. Moreover, it yields a desirable mathematical property of the well-posedness
of Cauchy problems which means local existence, uniqueness, and continuous dependence
of the solutions on the data (stability).
In order to see that disturbances propagate with …nite speeds we investigate a wave

front of an acceleration wave. This is the surface on which …elds, say �, are continuous
and which moves with the speed  in the normal direction and carries a discontinuity of the
…rst derivatives of …elds. Hadamard compatibility conditions which we have mentioned
in Section 1 (see: (94)) yield then

��
�



��
= �

��
�



��
= �� (327)

where  are components of the unit normal vector to the wave front, � is the so-called
amplitude of the discontinuity. Calculating the limits of the equation (326) on both sides
of the front and subtracting we obtain

�
200
��

� 20
��



�
� = 0 (328)

Eigenvalues of this eigenvalue problem which follow from the dispersion relation

det

�
200
��

 � 20
��



�
= 0 (329)

are real and …nite due to the symmetry of the real Hessian matrices and nonsingularity
of the matrix 200

��
. They determine speeds of propagation of weak disturbances, i.e.
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discontinuities of …eld derivatives with a simultaneous continuity of …elds. Due to the
hyperbolicity the corresponding eigenvectors which specify the amplitudes are linearly
independent.
In order to explain the principle of relativity we have to recall some transformations

we have discussed in Section 1 (compare formulae (67), (68), (69)). The most restrictive
transformation is the Euclidean transformation (67) which follows from the isometry of
the space of motions of classical Newtonian mechanics. In the Table 8 we present three
transformations in the representation in Cartesian coordinates which are of interest in
this Section.

Table 8: Transformations of Newtonian continuum mechanics

transformation: rotation of coordinates Galilean transformation Euclidean transformation

� = 
� = 
 – const

� =  + 
� = 
  – const

� =  () +  ()
� = 

name of the
invariant object

tensor Galilean tensor objective tensor

velocity � =  � =  +  � =  + _ + _

acceleration � =  � = 
� = +

+ _ + � + �

An invariant object with respect to any of these transformations has the following
transformation rule

 �1 = 111  (330)

Inspection of the classical momentum balance equation which yields in continuum
mechanics the equation of motion shows that this equation is invariant with respect to
the Galilean transformation but not with respect to the Euclidean transformation (see:
(115)). The invariance follows from the property of acceleration which is the Galilean
vector. Euclidean transformation which yields the noninertial frames of reference produces
noninertial forces with which we were already dealing a few times in this course.
As extended thermodynamics contains additional balance equations replacing some

classical constitutive relations (for instance, for the heat ‡ux) we expect that these equa-
tions will be also Galilean invariant. This is the essence of the principle of relativity for
such models.
The Eulerian description yields the natural velocity-dependent contribution to balance

equations. Namely, the ‡uxes have the following form

F = F0 +G  =  +  (331)

where G  are nonconvective ‡uxes.
However, this does not mean that F0G  are independent of the velocity. Let us

write constitutive relations in the form

F0 = F0 (vu)  G = G (vu)  f̂ = f̂ (vu)  (332)

 =  (vu)   =  (vu)  ̂ = ̂ (vu) 
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where the vector of …eld w has been split into (vu). Galilean transformation to (v�u�)
yields the following form of these constitutive relations

F�0 = F0 (v
�u�)  G�

 = G (v
�u�)  f̂ � = f̂ (v�u�)  (333)

� =  (v�u�)  � =  (v
�u�)  ̂� = ̂ (v�u�) 

which is similar to material objectivity except that Galilean transformation instead of
Euclidean transformation is used. The principle of relativity requires in addition that the
…eld equations and the entropy balance equation in the two frames are equivalent, i.e.

F0 (vu)


+
 [F0 (vu)  +G (vu)]


= f̂ (vu)  (334)

 (vu)


+
 [ (vu)  +  (vu)]


= ̂ (vu) 

and

F0 (v
�u�)


+
 [F0 (v

�u�) � +G (v
�u�)]


= f̂ (v�u�)  (335)

 (v�u�)


+
 [ (v�u�) � +  (v

�u�)]


= ̂ (v�u�) 

The exploitation of this condition yields the existence of an �  nonsingular matrix
X (v) such that we have the representations

F0 (vu) = X (v)�0 (u)  G (vu) = X (v)� (u)  (336)

f̂ (vu) = X (v)S (u) 

where �0 (u) � (u) S (u) are functions in the rest frame (i.e. for v � 0). These repre-
sentations as well as the form of the matrix X (v) have been found by T. Ruggeri in 1989
[66]. The latter is as follows

X (v) = A
 = 1+A +

1

2
AA +  (337)

where A are constant matrices dependent on the tensorial character of the corresponding
quantity and otherwise independent of the system.
The above decomposition for a symmetric tensor density of arbitrary rank  into

velocity-dependent and internal parts has the following form in Cartesian coordinates

1 = 1 +

�


1

�
(1�1) +

�


2

�
(1�2�1) +  + (338)

+

�


� 1

�
(12 �1) + 1�1 

and similarly for � and S.
This completes the presentation of general properties of extended thermodynamics

which we need in this course.
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7 Thermodynamical model of viscoelastic materials

7.1 Fields of viscoelastic materials

As already mentioned the kinetic theories motivate the macroscopic modeling strategy
called extended thermodynamics. It has been intensively studied for ideal gases (e.g.
[45], [55]). However, this strategy of constructing macroscopic models can be extended
to materials for which the kinetic motivation is remote or even none at all. Viscoelastic
materials belong to this class. In the present Section, we discuss the thermodynamical
construction of the model whose behavior is solid-like and therefore the Lagrangian de-
scription is appropriate. We focus the attention on isotropic materials and investigate
their general model following from extended thermodynamics. In particular two special
cases will be considered: viscous ‡uids and linear viscoelastic solids. As the special case
of the model of viscoelastic solids we obtain the standard linear solid of viscoelasticity.
This construction of the model has been performed by I-Shih Liu in 1988 [46], [47].
We consider the construction of the model for the following 21 …elds

–  – deformation gradient (9 components),

–  – velocity (3 components),

–  – temperature (1 component),

– hi – viscous (Cauchy) stress deviator (5 components),

–  = �1 – heat ‡ux (3 components).

Both Lagrangian and Eulerian indices are referring to Cartesian coordinates.
Field equations follow from the set of balance equations




� 


= 0 (339)

 0



� 


= 0
�
 + 

0


�
+ 2�

0
  (340)

 0



+
�


� hi = 2 0
(

�
) + 

0
)

�
� 2�(

�
 0
) + 

0
) � )

�
 (341)

 0



+
�


�  = 3 0
(

�
) + 

0
)

�
� 3�(

�
 0
) + 

0
) +�)

�
 (342)

The …rst relation is, obviously, the integrability condition for the deformation gradi-
ent. The second one represents the momentum conservation in a noninertial frame with
the quantity  0

 = 0 representing momentum density. The remaining notation has
been modi…ed in order to apply, whenever possible, the standard symbols of continuum
thermodynamics.
The trace of (341) represents the energy conservation law. Therefore we identify

1
2
 0
 = 0

�
+ 1

2
2
�
as the total energy density and 1

2
� =  �  as its ‡ux.
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Bearing Galilean invariance of balance laws in mind, we obtain on the basis of the
Ruggeri Theorem the following explicit dependence on the velocity

 0
 = 0 +   0

 =  + 3() + 0
2

� =  � 2)  � =  + 3() � 3()  (343)

hi = hi  =  + 3()

where         hi  are velocity-independent and Galilean invariant.
These relations yield the following identi…cations

 =
1

20
  = 

�1
 =

1

2
  (344)

where  is the speci…c internal energy and  denotes the material heat ‡ux, i.e. the heat
‡ux vector in the Lagrangian description. In addition, apart from the Piola-Kirchho�
stress tensor  we frequently apply the symmetric Cauchy stress tensor  = �1
= .
In order to construct …eld equations we have to close the system of balance laws

(339)-(342) by constitutive relations. We select the following set of constitutive variables

C0 =
�
   


hi 

�
 (345)

where hi is supposed to represent the deviatoric viscous stress tensor which we identify
later. For technical reasons it is more convenient to choose the variables appearing in
(343) instead of the above physical variables. We shall do so and after the evaluation of
thermodynamical principles we return to this more suggestive choice. Hence, we choose
the following set

C =
�
    

�
 (346)

and assume that the following constitutive quantities

F =
�
      hi 

�
 (347)

are su�ciently smooth functions of constitutive variables

F = F (C)  (348)

The velocity  or, equivalently, the vector  0
 does not appear anymore among constitutive

variables which is the consequence of the Galilean invariance. Some other restrictions
following from this invariance shall be presented later. Simultaneously, the constitutive
dependence contains only …elds (comp. (345)) or their transformations (346). There is
no dependence on gradients or time derivatives of …elds. This is the characteristic feature
of the extended thermodynamics and, for this reason, we call constitutive relations (348)
local.

7.2 Extended thermodynamics of viscoelastic materials

As usual the constitutive relations must satisfy the condition of thermodynamical admis-
sibility which is formulated by means of the entropy inequality

0



+



� 0 (349)
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where
 =  (C)   =  (C)  (350)

It is obvious that the entropy ‡ux in the Lagrangian description is independent of the
velocity. It contains only the nonconvective part which depends on constitutive variables
C.
Entropy inequality must hold for all thermodynamical processes, i.e. for all solutions

of …eld equations. As before this constraint is eliminated by Lagrange multipliers which
are also constitutive functions. Easy calculations yield then

0 =  +  +  (351)

 = � +  +  

where the multiplier of the momentum balance equation does not contribute to the above
relations and the remaining multipliers     are velocity independent parts of
multipliers corresponding to constraints imposed by (339), (341) and (342), respectively.
It follows as well that the multiplier of the momentum balance equation contains the
velocity independent part given by the relation

 = � 3

0
() (352)

and the multiplier  has the form

 = �2 + 3()  (353)

There remains the residual inequality of the following form

hi + + (354)

+
�
2
�
 � 

�
+ 

�
 +

�
+ 2

�
� � 0

Since the inequality must hold for all frames it must be independent of the matrix of
angular velocities �. Consequently, the following identity must be satis…ed

�
2
�
 � 

�
+ 

�
 +

�
+ 2

�
 = 0 (355)

where  is the permutation symbol. Simultaneously, the residual inequality becomes

D = hi +  � 0 (356)

and this relation de…nes the dissipation D in the system.
As we know already it is convenient to change variables

�
   

�
! f    g

which is possible due to the convexity assumption. Then we can de…ne the conjugate four-
potential

0 =  +  � 0 (357)

 0
 = � +  +  � 
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It follows

0 =  +  �  (358)

 0
 = � + +

We proceed to analyze the thermodynamical equilibrium de…ned by the condition
D = 0 which corresponds to the requirement of vanishing productions hi

��

= 0 j =

0. As the inequality (356) is the condition for the minimum of the dissipation in the
equilibrium we conclude that the multipliers hi  also vanish in equilibrium. This
makes the new choice of variables so attractive from the technical point of view.
Bearing (351)1 and (353) in mind, we obtain in equilibrium

 =
2

3


�
 �

1

0
 j 

�
 (359)

Therefore we can identify
2

3
 =

1


 (360)

where  is the absolute temperature. The relation (359) becomes Gibbs equation. Con-
sequently, we can introduce the equilibrium Helmholtz free energy  =  �  which
yields

 j = 0



  =  � 



 0 = 0


 (361)

where relations 1
2
 = 0 and (360) have been used. In addition, the evaluation of the

identity (355) in equilibrium leads to the relation

hi
��

=
0

hi
��

  � �1 �



0
  (362)

Further analysis will be limited to a few key results of an approximate theory. We
construct constitutive relations in the second order approximation with respect to the
deviation from equilibrium which is measured by multipliers hi and  vanishing in
equilibrium. Detailed structure, in particular symmetry properties of material parame-
ters in the nonlinear theory as well as the derivation of restrictions following from the
hyperbolicity condition (convexity assumption) are technically so involved that it would
be impossible to present them in the form of the single Section. We refer for details to
the publications of I-Shih Liu.
In this approximation we have

0 = 0

�



+
1


hi
��

hi +

1

2
hihi +

1

2


�
+ (3) 

 0
 = �1 0

 =
�
 + 

0
hi

�
 + (3)  (363)

where the coe�cients    
0
 as well as  and hi

��

are isotropic functions

of the Cauchy-Green deformation tensor  =  and of the temperature  . The
…rst coe�cient, , is, in addition, traceless symmetric in both pairs of indices and it is
symmetric with respect to these pairs.  is symmetric.
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The above relations for the four-potential yield constitutive relations for all constitutive
quantities of the model except of productions. They enable the exploitation of relations
(360) which are the generalization of the Gibbs equation to nonequilibrium processes with
multipliers as process variables. We proceed to exploit these relations.
In the second order approximation, the …rst equation (358) yields after easy calcula-

tions

 =  �
 2



 hi
��



hi�

�
2

2




hihi �
 2

2




 + (3) 

hi = 0

�
1


hi
��

+ hi

�
+ (2) 

 = 0 + (2) 

 = �0





�  (j )


hi�

�
2

�



hihi +





�
+ (3)  (364)

Combination of these results yields the relation for the Helmholtz free energy

 =  �


2
hihi �



2
 + (3)  (365)

Inspection of (353) shows that up to second order terms we have

 =  � j = 
�
�  j + 

2




�
hi + (2)  (366)

We have anticipated that  is vanishing in equilibrium. We return later to this point.
Thus the stress is decomposed into an equilibrium part j and a non-equilibrium

part . The former is referred to as the elastic stress and the latter as the viscous stress.
One can introduce the following spatial elasticity tensors (…rst and second)

 = 
2


 (367)

 =  � j 

Then
 = hi + (2)  (368)

Now we are in the position to specify the second order approximation of the multiplier
 given by (352)

 =
�
 + 

0
hi

�
 + (2)  (369)

where

 = �10
3
 �

2


hi
��

 0 =

10

3

 2



 hi
��



 � 2 (370)
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This completes the constitutive consequences of the …rst equation (358) in terms of
multipliers hi  as variables describing the deviation of processes from the equilib-
rium.
These results make possible the exploitation of the second equation (358).
We easily obtain the following relations for quantities transformed to Eulerian descrip-

tion (e.g.  = �1   = �1)

 =
�
 + 

0
hi

�
 + (3)  (371)

hi =  + (2)  (372)

 =  + 
0
hi + (2)  (373)

where

 = � 2
�



j +



�


0 = � 2
�
0


j +
0


+ hi



�
 (374)

 = 0 j + 
0
  =  j +  0 =  + hi

By means of the above relations we can construct the viscous stress in an explicit form.
The result is

 = 
�
hi + 

0
 + 

00
hihi

�
+ (3)  (375)

where the following abbreviations for the coe�cients of the second order have been intro-
duced

 0 =


2




 + 2hi +
10

3
h  i  (376)

 00 =


2




 � 2h ihi

Finally, the comparison of results (357), (363) and (371) yields

 =
1


 + hihi + (3)  (377)

We conclude that the classical Fourier relation  =  holds only in the …rst order.
It remains to eliminate the multipliers and return to the physical variables which we

have mentioned at the beginning of the Section. We obtain from (368) and (371)

hi =
1


�1hihi


hi + (2)   = 

�1
  + (2)  (378)

where

�1hihihihi =
1

2

�
 +  �

2

3


�
 (379)

The higher order terms can be also obtained by the iteration which we do not present
here.
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In order to complete …eld equations of the approximate model we need constitutive
relations for productions hi and . We know that they have to satisfy the inequality
(356) for the dissipation D. Zero value corresponding to equilibrium is the minimum of
this function. Consequently, the matrices

 =
1

0

hi
hi

����


   =
1

0




����


 (380)

are positive de…nite, i.e. for arbitrary matrices hi and arbitrary vectors 

hihi  0    0 (381)

Hence, for linear relations we obtain by means of relations (378)

hi =
0



�1
hihi


hi + (2)  (382)

 = 0 
�1
 + (2) 

It is helpful to collect in the juxtaposition the material parameters of the second order
model for nonequilibrium variables  and hi. We do so in the following Table 9.

Table 9: Nonequilibrium material parameters for constitutive quantities of the second
order model in terms of variables hiand 

entropy 0 1
2


1
2


entropy ‡ux  0
  0

speci…c internal energy  � 22  � 22 
Helmholtz free energy  �2  �2 
viscous stress tensor  
heat ‡ux   0
stress source hi 0
heat ‡ux source  0 

As shown before, they are not all independent.

7.3 Viscous ‡uids and linear viscoelastic solids

The above considerations complete the construction of the model. We do not show here
the …nal form of …eld equations as further results for this set are nonexistent in the
general case. Instead, we present two important particular cases: viscous ‡uids and linear
viscoelastic solids.
Let us begin with the viscous ‡uid. For this material, a constitutive dependence on

the deformation tensor  reduces to its determinant (volume changes) or, equivalently,
to the dependence on the current mass density . Simultaneously, all constitutive tensors
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of the second order model become isotropic functions for which we know representations.
The resulting constitutive relations are as follows

j = �   = � + hi  =  (  ) 



 0

 =  (  ) 



 0

hi =
0


�
1 +



2

�
hi  =  (  )  2+   0

 =
0


�
2

� 10

3

�
 2 = 2 (  )  2 �

10

3
  0 (383)

hi =
1

4

1


�
 +  �

2

3


�
 1 = 1 (  ) 

 =  +

�
1
4

� 10

3
 + 2





�
hi  =  (  ) 

hi =
0
2

hi  =  (  )  0

 =
0

  =  (  )  0

where

 = � 2
�



� 10

3





�
 (384)

Hence, apart from the thermal equation of state  (  ) and caloric equation of state
 (  ) the model requires the knowledge of 6 equilibrium material parameters:  
1 2   , the latter two related to the relaxation times    .
Bearing these constitutive relations in mind, we obtain from the balance equations the

following equations

hi =
42



�
h
 i

+
2+ 

42

�
_hi �

[
]

hi �
[
]

hi

�
+

+
1
4

h
 i

�
+




��
[
]

� �

�
hi +

�
[
]

� �

�
hi

�
 (385)

 = � 2

 2

�



� 

2

2

�
2 �

10

3


��
_ �

[
]



�
�

�1
4

hi


�
+

1



�
2 �

5

3
1

��
[
]

� �

�
 (386)

Obviously, the underlined terms represent the Navier-Stokes relation and the Fourier
relation of the classical thermodynamics. The above generalization contains, in addition,
rate terms for hi and , the coupling of both relations and the contribution of noninertial
frame which makes the above relations material frame indi�erent.
However, the model does not account properly for the so-called normal stress e�ects

(Weissenberg e�ects) which appear in the classical Maxwell model of viscoelastic ‡uids

83



as well as in the so-called Rivlin-Ericksen ‡uids. This problem has been discussed sepa-
rately [54], [94]. Unfortunately, there is no uniform approach to this problem of extended
thermodynamics which would account for all properties of both classes of models.
We proceed to present the linear viscoelastic solid. We assume the initial con…gu-

ration to be stress-free and, for small deformations,

 �  + 2 (387)

It follows

 =  + 2 + 

hi i.e. (388)

 �  =  +  ( + ) 

where   are Lam� moduli, 0 = 0 ( ) and

hi = 2hi +

�
1 +



2

�
hi

 = �
�
10

3
+
2


�




��1!


hi =
1
4 2

�




��1�
 +  �

2

3


�
 (389)

 =  �
10

3
0 ( + 2) +

�
1
4

� 10

3
0

�
hi

hi =


2
hi

 = � 

 2

�




��1


All material parameters can be arbitrary functions of temperature and the following re-
strictions must be satis…ed

0


 0 +
2

3
  0   0 2+   0

2 +
10

3
 2



 0   0   0 (390)

Now the balance equations for stresses and the heat ‡ux yield

  _hi + hi � 2hi � 2 (  + ) _hi = 2
1
4 2

�




��1 h
i

 (391)

  _ +



+  = �1

4

�




��1 hi


 hi =  � 2hi (392)

where

 =
22


  =

 2



�




�2
(393)

  = � 


(2+ )    = � 1



�
2 +

10

3
 2




�

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The viscosity coe�cient , the thermal conductivity , the stress relaxation time  , and
the thermal relaxation time   are all non-negative.
The equation (391) describes the so-called standard linear solid in viscoelasticity [17],

[59]. For isothermal processes, this can be integrated and we obtain the following stress-
strain relation of the hereditary type (a linear material with fading memory)

hi = 2

�
 +



 

�
hi � 2



 2

Z 

0

hi () 
� �

  (394)

Simultaneously, the equation (392) without the right-hand side is the Cattaneo equation.
In any case, the above models are hyperbolic which means that disturbances propagate

with …nite speeds.

8 Thermodynamical theory of miscible mixtures

The main purpose of the theory of miscible mixtures is to describe the macroscopic behav-
ior of mixtures of ‡uids (in particular – gases). Such e�ects as heat conduction, di�usion,
chemical reactions, osmosis, etc. should be included. While viscous e�ects are often im-
portant in mixtures, they are left out of consideration here. They may be included but
yield technical problems of some extent.

8.1 Thermodynamic processes

It is convenient to describe mixtures of ‡uids, as we do in the ‡uid dynamics, in the
Eulerian reference. It means that the current con…guration is the reference con…guration
for the motion. All …elds of the model are functions of the spacial variable x 2B and
the time variable  2 T  The domain of the mixture B depends on time and, in any
instant of time, each point of this domain is occupied simultaneously by particles of all
components of the mixture. Only under this assumption we can construct a continuous
model of mixtures. It will be even better visible in modeling of porous materials. Even
though already present in earlier works on mixtures it became clearly pronounced in the
works of C. Truesdell [84] (see as well: [86], [87], [53], [55], [62], [98]).
We distinguish the components by the index  running from 1 to , where  is the

number of components.
In the case of thermomechanical systems considered in this Chapter the thermodynamic

process in the above system is assumed to be described by the following …elds

fv g   = 1   (395)

where  are the current partial mass densities of components referring to the common
unit volume in the current con…guration B, v are the velocity …elds of components and 
denotes the absolute temperature common for all components. The last quantity requires
an assumption that all components possess the same temperature. In many practical
applications this assumption is not satis…ed (e.g. in plasma). However, the problem of
thermodynamic modeling of multicomponent systems with multiple temperatures is still
not fully solved. Some progress for mixtures of ideal gases has been recently made by
Ruggeri and Simi�c on the basis of a kinetic approach [67].
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Field equations for the …elds (395) follow from the partial balance equations of mass
and momentum and from the energy balance equation for the mixture. The partial balance
equations for  = 1   have the form





Z

P
 =

Z

P
̂ (396)





Z

P
v =

I

P
Tn +

Z

P
(b + p̂)  (397)





Z

P

�
 + 1

2
v � v

�
 =

I

P
(Tv � q) � n+

+

Z

P
(b � v +  + ̂)  (398)

where P � B is a measurable subset of the current con…guration which moves with the
kinematics of the -component and P denotes its surface with the unit outward normal
vector n. The quantities with the hat are volume densities of sources and, according to
the fundamental assumption of Truesdell’s mixture theory they must satisfy the following
conservation laws

X

=1

̂ = 0
X

=1

p̂ = 0
X

=1

̂ = 0 (399)

The remaining quantities Tb q  denote the symmetric partial Cauchy stress
tensor in the -component, the body force per unit mass of the -component, the par-
tial density of the internal energy of the -component, the partial heat ‡ux in the -
component, and the density of energy radiation in the -component, respectively.
In the case of the single temperature …eld the partial energy balance equations are not

used and we need only the energy conservation of the mixture. This must have, of course,
the classical form





Z

P

�
+ 1

2
v � v
�
 =

I

P
(Tv� q) � n +

Z

P
 (b � v + r)  (400)

We obtain indeed this relation if we add equations (398) and introduce the de…nitions

 =

X

=1

 v =

X

=1

v  =

X

=1


�
 + 1
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u�u

�


T =

X

=1

(T � u�u)  q =

X

=1

�
q + 

�
 + 1

2
u�u

�
u �Tu

�


 =
X

=1

 ( + b � u)  u = v � v
X

=1

u = 0 (401)

The presence of convective terms containing the di�usion velocities u follows from the
fact that subsets P of the current con…guration B possess the kinematics of the barycen-
tric velocity …eld v and it means that ‡uxes contain additional contributions – none of
these subsets is material with respect to any of the components.
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It can be easily checked that the above de…nitions yield as well the classical conserva-
tion of mass and momentum for the whole mixture





Z

P
 = 0





Z

P
v =

I

P
Tn +

Z

P
b b =

X

=1

b (402)

Let us remark that the presence of di�usion yields a macroscopic heat ‡ux q even in
the case when the partial heat conduction contributions q are absent. This property is
essential for a peculiar form of the second law of thermodynamics of mixtures which we
discuss further.
The above global balance equations yield in a standard way local laws. They have

di�erent form in regular points in which …elds are continuous and in singular points on
surfaces on which …elds may su�er jumps. Namely




+ div (v) = ̂

v


+ div (v � v �T) = b + p̂




+ div (v+ q) = T� gradv +  (403)

in regular points. The last equation, the so called balance of internal energy, follows
by elimination of the contribution of kinetic energy by means of mass and momentum
conservation laws.
In singular points the balance equations have the form of jump conditions across the

surface. We use them here only for bulk mass of the mixture and the bulk energy of the
mixture but, of course, they may be easily derived for all other equations as well. We
have for these two quantities

[[ (v � n� )]] = 0 [[]] = ()+ � ()� 

[[q � n]] = [[T (v � n)]] � n�
��
+ 1

2
(v � n) � (v � n)

��
 (v � n � )  (404)

where  denotes the speed of the surface and n is the unit normal vector to this surface.
As indicated the double parenthesis denotes the di�erence of limits on both sides of the
singular surface.

8.2 General constitutive relations for ‡uid mixtures

Let us begin with the speci…cation of mass sources for chemical reactions. Components
of the mixture are then not the most fundamental ingredients of the macroscopic picture.
These are rather molecules (constituents) which satisfy laws of mass conservation. To see
this structure let us consider the simplest example of formation of water from hydrogen
 and oxygen . These two are molecules (constituents) while the mixture consists of
the following components: 2 22. They are participating in chemical
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reactions which can be symbolically written in the form

2 � 2 = 0

2 � 2 = 0

 + � = 0 (405)

 + �2 = 0

22 +2 � 22 = 0

The matrix of coe�cients   = 1  6  = 1  5 in this set of relations is called the
stoichiometric matrix. Its rank determines the number of independent reactions. In our
example this rank is equal to 4. The conservation of mass for molecules (constituents) in
each reaction can be written in the form

X

=1

 = 0  = 1 R (406)

where denotes the molecular weight of the component ,  is the mass of a hydrogen
atom and R is the number of reactions.
Further we consider only the set of independent chemical reactions and we denote

their number by . The contribution of each reaction to the production of components
depends also on the rate of reaction which we denote by   = 1  . Then the mass
source in partial mass balance equations can be written in the form

̂ =
X

=1


 (407)

It is clear that the conservation relations (406) imply (399)1.
We proceed to transform the balance equations (403) into …eld equations for the …elds

(395). We use the strategy of continuum thermodynamics and assume that the constitutive
quantities

F = fT p̂ qg  (408)

are su�ciently smooth functions of constitutive variables. The choice of the constitutive
variables speci…es the class of substances admissible in the model under construction. We
follow here the case considered by I. M�ller [53] and consider inviscid ‡uids. We include
among constitutive variables the gradients of partial mass densities. It has been shown by
I. M�ller that this yields a desirable structure of interactions of components. We return
later to this point. The chosen set of constitutive variables is as follows

C = f grad v  grad g  (409)

Hence the closure of the set of balance equations has the form

F = F (C)  (410)

These relations must satisfy the conservation restrictions (399)2.
In order to describe viscous ‡uids we would have to add a dependence on gradients of

velocity to the set of constitutive variables. This can be easily done but the results are
not so transparent as in the present case.
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8.3 Material objectivity

As we already know the principle of material objectivity (material frame indi�erence)
concerns the behavior of …eld equations under the Euclidean transformation.
In the case of mixtures we face the usual questions following from this transformation

which we have presented earlier in these notes but, additionally, there appears a problem
related to the contribution of mass sources to the momentum balance equations. It
becomes clear when we use the chain rule of di�erentiation on the left hand side of (403)2
and substitute mass balance equations (403)1. Then the above described structure remains
unchanged if we assume that the following vector

p̂ � ̂v (411)

is objective rather than the momentum source itself. We do so in further considerations.
The principle of material objectivity (material frame indi�erence) requires that func-

tions
F = fT p̂ � ̂v qg = F (C)  (412)

remain unchanged under an arbitrary Euclidean transformation, i.e.

F�
 = F (C�)  (413)

Note that the constitutive function F () is the same in (412) and (413).
An immediate consequence of the above principle is the elimination of one of veloci-

ties among constitutive variables. Instead of partial velocities this set may contain only
relative velocities which are objective. These may be di�usion velocities u, or, as they
are only � 1 independent variables of this art, relative velocities

w = v � v (414)

which are more convenient in the calculations.
The full representation of constitutive functions in their objective form is a rather

complicated task and we shall not do so in these notes. We limit our attention to con-
stitutive functions which are linear in grad w grad . In this case the most general
form of the constitutive equations compatible with the material objectivity is as follows

 = 
�
  
�


T = �
�
  
�
1

p̂ � ̂v =
X

=1


 grad  +

�1X

=1


 w +

 grad (415)

q =
X

=1

 grad 
 +

�1X

=1

w
 +  grad

 = 
�
 
�

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where the index  denotes the so-called intrinsic part of the quantity

q = q�
X

=1

1
2
 (u�u)u =

X

=1

q +

X

=1

(1�T)u (416)

 = �
X

=1

1
2




u � u =

X

=1






The coe�cients appearing in relations (415) may be dependent on  and  . However,
they are not independent due to the previously discussed restrictions on sources. Namely
we have

X

=1


 = 0  = 1   (417)

X

=1


 + ̂ = 0  = 1  � 1

X

=1


 = 0

In spite of the above assumed linearity the whole model remains nonlinear due to
various nonlinear explicit contributions.

8.4 Second law of thermodynamics

8.4.1 Evaluation of the entropy inequality

The strategy of continuum thermodynamics in construction of macroscopic models relies
on the assumption that solutions of the …eld equations identically satisfy the second law
of thermodynamics called also the entropy principle. This law consists of four parts:
i/ There exist a nontrivial entropy density function  and the entropy ‡ux h which

are both constitutive. In the case of miscible mixtures, considered in this Section, they
must have the following general form

 = 
�
  
�
 h =

X

=1

 grad 
 +

�1X

=1

w
 +  grad  (418)

where   

 and  may be functions of 

  .
ii/ The entropy density satis…es the balance equation whose form in regular points is

as follows



+ div (v + h) =  (419)

where  denotes the entropy source.
iii/ The entropy source is nonnegative for all solutions of …eld equations, i.e. for all

thermodynamic processes. Consequently, the following inequality holds

8all thermodynamic processes



+ div (v+ h) � 0 (420)
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iv/ There exist ideal walls on which there is no entropy production and the temperature
is continuous across it, i.e.

[[h � n]] + [[]]  (v � n � ) = 0 [[ ]] = 0 (421)

Bearing I-Shih Liu Theorem in mind, instead of this inequality restricting the solutions
of …eld equations we consider solutions of an extended inequality which should hold for
all …elds. This can be done if we consider …eld equations as constraints on solutions of the
entropy inequality. Such constraints can be eliminated by multipliers and the extended
form of the inequality is as follows

8all …elds



+ div (v+ h)�

X

=1

�


�



+ div (v)�

X

=1




!
�

�
X

=1

� �
�
v


+ div (v � v �T)� p̂

�
� (422)

��
�



+ div (v+ q)�T� gradv

�
� 0

The Lagrange multipliers �

�


� are functions of constitutive variables   grad  

v  grad . After the exploitation of the above inequality these multipliers must be
eliminated as auxiliary quantities.
Insertion of constitutive relations into the inequality (422) leads to an inequality which

is explicitly linear in the derivatives
�



 grad� grad 




 grad� grad 

v


 gradv

�
 (423)

Since the inequality (422) must hold for arbitrary …elds these derivatives can be chosen
arbitrarily. Consequently, the inequality can be violated if these contributions do not van-
ish identically. This yields a series of identities which, on the one hand side, determine
multipliers and, on the other hand, restrict constitutive relations. In addition, there re-
mains a nonlinear residual part of the inequality which determines the dissipation density
of processes.
We quote only one of the consequences of these identities

�
X

=1

 = �
X

=1

�


 +  ( � �)  (424)

where
�



 = �
 � 1



�
v � u � 1

2
u � u

�
= �



 (  )  (425)

For further details we refer the reader to the following Appendix and to the book of
Ingo M�ller [53].
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8.4.2 Appendix: identities following from the entropy inequality




� �




= 0

h

g
� �

q

g
= 0 g =grad




� �




+
1


( ��)� 1


�

 � 1


v �� = 0

h

 grad 
� �

q

 grad 
= 0



w
��



w
� 




� = 0  = 1  � 1

�
X

=1

�


w
� �



w

�
� 




�



= 0

�



� �





�
1� 1



�
h

w
��

q

w

�
+
1


�

�u � 1

2
�T = 0

 = 1  � 1

�



� �





�
1�

�1X

=1

1



�
h

w
� �

q

w

�
� 1


�

�u � 1

2
�T = 0

Residual inequality

X

=1

��
h


� �

q



�
� 
�



� �





�
u �

�
X

=1

�
 


+ �

1


Tu

#
� grad +

+

�
h


� �

q


�

X

=1

�
 



!
� g +

X

=1

�


̂ +
X

=1

� � p̂ � 0

8.4.3 Results for a single ‡uid

For a single ‡uid the results follow from the above considerations by setting  = 1. We
obtain

� = 0

 = �
�
� 

2


�


h = �q (426)

�


q� grad + �




q� grad  � 0
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We use now the part iv/ of the second law of thermodynamics. Let us consider an
impermeable ideal wall which separates two di�erent single ‡uids I and II. Such a wall
moves with the speed  = v � n. The jump condition (421) yields then

[[h]] � n = 0 and [[ ]] = 0 (427)

Bearing (404) and (426)3 in mind, we obtain

� (   ) = � (   )  (428)

This relation must hold for an arbitrary independent choice of  and  . Hence it can
be satis…ed only if it is independent of mass densities at all. We conclude

� ( ) = � ( )  (429)

Consequently, the function � ( ) is the same for all ideal ‡uids and, for this reason, we
call it universal.
In order to determine this function it is su�cient to inspect (426)2 for the case of ideal

gases. Then it is identical with 1 . Hence it follows in general

� =
1


 (430)

Relations (426) become

 =
1



�
� 

2


�
 h =

1


q q� grad  � 0 (431)

These are the results identical with those of the classical thermodynamics. The …rst
relation, obviously, the Gibbs equation.

8.4.4 Ideal walls in mixture

If we consider an impermeable wall separating a mixture I from a single ‡uid II and
account for the jump conditions we obtain immediately

� (

   ) =

1


 (432)

Hence the multiplier � remains universal also for mixtures.
One cannot argue in the same way in a general model of mixtures in which each

component possesses its own temperature. The multipliers of the partial energy balance
equations are not in general universal functions of the absolute temperature. This means
as well that temperature cannot be measured on the surface of contact between two
di�erent systems because such a surface, even if it is an ideal wall, does not yield the
continuity of temperatures. Consequently, we cannot construct thermometers.
Let us now consider a semipermeable wall separating two mixtures I and II. The wall

is assumed to be permeable for a single chosen component . On such a wall

v � n = for  6=  v = n+



(v � n)  (433)
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The jump of internal energy (404)2 reads

[[q]] � n �
��
n �Tn


� � 1
2
(v�n) � (v�n)

��
 (v � n�) = 0

or, bearing the separation (416) and the relation

T = �
X

=1

(1+ u � u) 

in mind, we obtain

[[q ]] � n+
""

1



X

=1

 +  +
1
2
(v�n) � (v�n)

##
 (v � n�) = 0 (434)

Simultaneously, the jump of the entropy is of the following form

[[h]] � n+ [[]]  (v � n�) = 0 (435)

These two relations can be now substituted in one of the identities following from the
evaluation of the entropy inequality. The result is
""
 �  + 1

2
(v�n) � (v�n) + 1



X

=1

 � 
X

=1

�
 � 





�
�





##
= 0 (436)

Bearing (424) in mind, this relation can be transformed as follows

[[]] = 0 (437)

where
 =  +

1
2
(v�n) � (v�n)   = ��



  (438)

This quantity continuous across ideal semipermeable walls is called the chemical potential
of the component . This can be determined experimentally. Namely according to the
relation (424) we have

X

=1

 =  ( � ) +
X

=1

 (439)

and, for the single ‡uid,
 = �  +




 (440)

which is, of course, the free enthalpy, and, hence, a measurable quantity. We can now
argue in the same way as we did for the temperature. The contact between the mixture and
the ‡uid identical with the -component of the mixture through the semipermeable wall
for this component yields the measurement of the chemical potential of this component.
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The remaining results of the exploitation of the second law of thermodynamics can
now be written in the following compact form

�


= � 1


u

 () =
1



�
 ()�

X

=1

 


!


 ( � ) =
X

=1

 �  (441)

h =
1



�
q�

X

=1

 u


!


Equation (441)2 is the Gibbs equation for the mixtures. We investigate further its
consequences. Equation (441)3 is called the Gibbs-Duhem equation. Finally, the relation
(441)4 between the entropy ‡ux h and the heat ‡ux q demonstrates the fundamental
di�erence between the thermodynamics of single component media for which h = q
and the multicomponent media. The presence of the additional term in the above relation
proves that we cannot rely in thermodynamics of mixtures on the classical Clausius-
Duhem inequality as the form of the second law of thermodynamics. This is one of the
main observations made by Ingo M�ller in the construction of thermodynamic mixture
theories.

8.5 Interactions in thermomechanical mixtures, simple mixtures

The above presented Gibbs equation yields immediately the following relations

 =
 ( � )


  =

 ( � )


 (442)

as well as the integrability conditions




= � 2 (

  )






=



 (443)

Hence the derivatives of the Helmholtz free energy density  ( � ) specify constitutive
relations for chemical potentials and for the entropy. In addition, integrability relations
demonstrate couplings between components: the chemical potential of component  de-
pends on all other mass densities.
There are some additional restrictions due to the fact that the multiplier � is de-

pendent only on the temperature. For this reason the residual inequality contains a
contribution linear in grad  which must vanish according to the same argument which
we made before. This yields the following identity

X

=1

�





u +

�


 grad  � �

X

=1

�

 � 





�
u = 0 (444)
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Consequently, we obtain

 = 0 
 =




� 





 (445)

This yields the following form of the energy ‡ux and the sources in momentum equations

q =  grad +
�1X

=1

w
 

m � ̂v =
 grad  +

�1X

=1


 w +

X

=1

�



� 






�
grad   (446)

We see that the only place where the gradient of partial mass densities appears in the
model is the source of momentum. However even this weak form of the in‡uence has an
important bearing on interactions in the mixture. Namely, if we assume that the gradient
of mass densities does not appear at all in the model we obtain from (446)

1





=



 (447)

This relation yields the following integrability condition

� 1

2




= � 1

2






Hence it follows



= 0 when  6=  (448)

This means that the partial pressure  depends in this case on its mass density  but
not on the mass densities of other components. We say then that the mixture is simple.
Molecules in such mixtures do not feel forces of interactions created in the material due
to heterogeneity. This observation made by Ingo M�ller in 1968 (e.g [53]) has solved one
of the fundamental problems of the classical theory of mixtures of ‡uids. We see further
that a similar problem arises for immiscible mixtures.
Obviously the relation (447) yields for simple mixtures  = 


 (

  ). Hence

2 ( � )


= 0 for  6=  (449)

Consequently the free energy is the sum of functions which depend on only one mass
density and temperature. The entropy density possesses the same property and so does
the internal energy. Therefore we can write

 =
X

=1

 (  )   =
X

=1

 (  )  (450)

This decomposition shows that there is no energy of interaction between components in
simple mixtures. It yields as well the following relation for chemical potentials

 = 
 �  + 




 (451)
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which means that in simple mixtures the chemical potential and the partial free enthalpy
are identical.
We proceed to investigate the residual inequality which remains after the analysis

presented above. It has the form

D :=

�
grad
w

�
�
�
�




 � 1




��
grad
w

�
�

� 1



X

=1

�
�1X

=1

�
 �  + 1

2
w �w

�




!
� 0 (452)

where

 = � 1

2

�


+

��




� 






�
�
�
1





� 1






�
+

+ 

 �








#
�1X

=1

�
 � 





�)
 (453)

The function D is called the dissipation density and it consists of four contributions:

- chemical reactions which are primarily characterized by the di�erence of
chemical potentials  �  ,
- heat conduction which contributes with the square of the temperature gra-
dient grad  ,

- di�usion which contributes with the square of the relative velocity w,

- thermal di�usion which contributes with the product of the temperature
gradient and relative velocity.

The vanishing dissipation de…nes the thermodynamic equilibrium. As this state corre-
sponds to the minimum of dissipation there are additional conditions – thermodynamic
stability conditions of equilibrium. We shall not present them in these notes.

9 Thermodynamical theory of porous materials

9.1 Thermodynamics of immiscible mixtures: introduction and
models without the …eld of porosity

The main topic of the following Sections is the construction of continuous models of
multicomponent systems in which one of the components is a solid creating skeleton (a
solid con…nement) for the motion of ‡uid components. As we allow for large deformations
of the solid phase we shall mostly use the Lagrangian description of motion. Such models
are called porous material models.
Theories of porous and granular materials can be constructed on di�erent levels of

observation. Microscopic models rely on Newton’s equations of motion of material points
or molecules and use methods of molecular dynamics. Such models can be transferred on
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a semimacroscopic level by multiscaling and averaging procedures. Some numerical meth-
ods such as Monte Carlo are also used in practical applications. On a macroscopic level
continuum …eld models are constructed. These may either follow from semimacroscopic
models by homogenizing, averaging over Representative Elementary Volumes (REV), con-
struction of moments of kinetic distribution functions or they may be constructed by
means of a phenomenological macroscopic approach. In these Sections we present solely
the latter type of models with a marginal reference to averaging procedures.
The construction of macroscopic continuous models of systems with a solid component

in its most sophisticated form stems from models of multicomponent systems. Di�erences
are primarily connected with an art of interactions within the solid component. Models
must be clearly di�erent in the cases of suspensions, of granular materials or of porous
materials. In the …rst case solid particles interact with each other either through the ‡uid
or through collisions and there is no permanent contact between them. In the second case
a granular solid component may behave as a solid which cannot carry a tensile loading
(unilateral constraint on constitutive relations) or it may ‡uidize and then behave as a
suspension. Finally, a porous material behaves in average as a usual solid and it forms a
deformable carrier for ‡uid components. We limit our attention to the last case.
The most important feature of porous materials is the appearance of di�erent kine-

matics for the solid component - the skeleton, and ‡uid components in channels of the
skeleton. This yields di�usion processes characterized by relative velocities of compo-
nents. In most cases of a practical bearing the dependence on the relative velocity is
reduced to a linear contribution to momentum balance equations (momentum sources) or
even to a simpler form called the Darcy law (see the detailed discussion in [5]).
The problem of thermodi�usion within such models is still very much open. This is

related to di�culties with an appropriate de…nition of the temperature on the macro-
scopic level of description. The most important property of the classical thermodynamical
temperature, its continuity on ideal thermal walls and, consequently, its experimental mea-
surability, is not ful…lled in porous materials (see: [96]). Simultaneously, such processes
as phase transitions or chemical reactions in porous materials are characterized by real
thermodynamical temperatures (e.g. melting and freezing points, evaporation, etc.) of
components on a semimacroscopic level of description. It means that even if we have
introduced a macroscopic notion of temperature we would have to know a rule of transfor-
mation of this quantity to the semimacroscopic level. This is mathematically an ill-posed
problem. Even though one can formally work with notions such as partial heat ‡uxes,
speci…c heats etc. their operational meaning is not clari…ed yet. This seems to be the
most important challenge of modeling porous and granular materials.
In addition, we have to deal frequently with the problem of di�erent temperatures

for di�erent components. In contrast to gases a local thermodynamical equilibrium is
reached in porous and granular materials after macroscopically long relaxation times. For
instance, a hot water ‡owing through a cold porous material does not reach locally a
common temperature with the skeleton within seconds or minutes. Consequently, we
should construct thermodynamical models with di�erent temperatures of components.
Such a construction, as we have indicated in the previous Section, is missing even in the
case of ‡uid mixtures. One of the reasons is again the problem of measurability.
Let us mention in passing that in theories of granular materials stemming from a

kinetic equation it is common to work with a kinetic temperature rather than a thermo-
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dynamical temperature (e.g. [40], [37], [39]). It is de…ned in a way similar to this of
the kinetic theory of gases as a mean kinetic energy of granulae. There are numerous
di�culties connected with such a notion. For example a natural equilibrium state of a
granular material in which particles do not move would have a temperature equal to zero.
Consequently, deviations from the equilibrium state which are used in the construction
of macroscopic moment equations of the kinetic theory would have to be constructed
by means of a trivial distribution function. Certainly, this cannot give any reasonable
physical results. For this reason moment equations are constructed by a reference to a
Maxwell-like distribution describing processes of simple shearing ‡ows rather than real
equilibrium states. In contrast to, say, Grad’s 13 moment method of rari…ed gases such
procedures are not justi…ed in any way. Moreover the questions of measurability of kinetic
temperature, a relation to the thermodynamical temperature etc. are not even asked as
yet [7].
Within multicomponent continuous models an exchange of mass is described by mass

sources in partial mass balance equations. These contributions, as demonstrated for ‡uid
mixtures, must contain additionalmicrostructural variables. This requires an extension of
the set of …eld equations. In many cases additional equations for microstructural variables
have the form of evolution equations. Then there is no need to introduce additional
boundary conditions. Such microstructural variables cannot be controlled, they develop
spontaneously from initial data. On the other hand, the latter can be usually easily
formulated because many microstructural variables are de…ned in such a way that they
vanish in thermodynamical equilibria.
In addition to chemical reactions in miscible mixtures, mass exchange in porous media

may have a di�erent physical character. It may follow from some phase transformations
like freezing. It may be related also to adsorption (see: [1], [101]). These processes appear
in cases of components which, in contrast to chemical bindings, form weak van der Waals
bindings solely with the skeleton. Such are, for example, processes of transport of many
pollutants in soils. According to the simplest model of these processes, developed by
Langmuir, they are described by an additional …eld of the so-called number of bare sites.
In the case of materials with very small diameters of channels adsorption processes possess
a hysteresis loop in the relation between the partial pressure of adsorbate in the ‡uid phase
and an amount of mass adsorbed by the skeleton and this plays a very important role in
controlling technological processes in such materials. Such loops are caused by capillary
e�ects. For this reason, they do not appear in materials with moderate and large channels
which is characteristic for usual soils but they do appear in concrete and other ceramic
materials. They have, for instance, an essential in‡uence on the value of temperature of
freezing point of water in concrete.
As already mentioned above multicomponent models of porous materials contain more

than one velocity …eld. This yields …eld equations following from partial momentum
balance equations with a corresponding number of partial accelerations. Consequently,
one expects that in such models additional modes of weak discontinuity waves (acoustic
waves) have to appear. This is indeed the case. One of these modes was predicted by M.
A. Biot in 1941. Due to the tradition stemming from geophysics this mode is called P2
compressional (Biot’s) wave as the usual longitudinal wave registered in seismograms was
called P1. Existence of this mode was con…rmed in numerous experiments. It has been
found out that it is the slowest of three modes P1, S (transversal wave) and P2. It is also
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very strongly attenuated.
As consequence of existence of additional bulk modes there exist as well additional

modes of surface waves. Apart from the classical Rayleigh wave there exist the so-called
Stoneley waves, various leaky waves and, in general, a number of possible modes of surface
waves depends on properties of neighboring systems, i.e. on the structure of boundary
conditions. Let us mention that surface waves are much weaker attenuated than bulk
waves and for this reason they are easier attainable in measurements. In recent years one
can observe a vehement progress in these measuring techniques.
Couplings of dynamical properties of porous and granular materials with mass ex-

change between components play an important role in various combustion and explosion
problems. These are connected with the propagation of strong discontinuities such as
shock waves and combustion fronts in combustion of solid fuels or deformations of soils
due to impacts of meteorites. Models for such processes are still rather weakly developed.
Most important contributions are based on the model proposed by M. A. Goodman and
C. Cowin [32] which refers to some additional microstructural properties called the princi-
ple of equilibrated pressures. The model leads to a quasilinear hyperbolic set of equations
which admits the existence of shock waves. Incidentally, a similar model is used in the
description of avalanches, landslides and mud ‡ows. However, apart from some simple
properties of propagation conditions, usually one-dimensional, results are rather scarce.
Some elementary properties of one-dimensional Rankine-Hugoniot conditions have

been also investigated within the frame of the model with the porosity balance equa-
tion. However a comprehensive theory of shock waves is still missing and one of the
reasons is lack of a selection (entropy) criterion.
Many processes in porous and granular materials are connected with the development

of instabilities. They lead to ‡uidization of saturated sands, to the creation of patterns
in porous materials and to some instabilities, such as Sa�mann-Taylor, in ‡ows of ‡uid
components. As usual they are connected with nonlinearities appearing in the model.
One of the most spectacular phenomena accompanying earthquakes is the fountain-

like explosion of water and mud from the sand. It has been found that prior to this
phenomenon the character of permeability of the soil changes in an unstable manner. In
the …rst stage the homogeneity of the system breaks down and a pattern of chimney-
like channels with a very high permeability is formed. In the second stage one of these
channels becomes dominant and this leads to an explosion-like eruption of water from the
ground. This behavior seems to be connected with a nonlinear coupling of the di�usion
velocity with the gradient of porosity.
Another class of instabilities appears in the model with the balance equation of poros-

ity. These are connected with the coupling between dynamical changes of porosity and
partial stresses in components. Let us mention one of those instabilities. In a case of
a Riemann problem the system develops soliton-like waves of porosity. These are con-
nected with the loss of symmetry of the front of propagation if the two-dimensional front
is concave. Most likely in the vicinity of the symmetry axis the system develops a mushy
region. Multicomponent modeling of porous materials is based on the assumption that
additionally to usual …elds of theories of ‡uid mixtures there exists a microstructure which
is re‡ected in the simplest case by a single additional …eld of porosity and by solid-like
properties of one of the components. In some models this microstructural extension is
even broader and corresponding models contain, for instance, the so-called volume frac-
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tions of all components, double porosity, tortuosity as a simplest measure of complexity
of geometrical structure of channels, couple stresses etc.
The review of various possibilities of construction of nonlinear models can be found in

the article [99]. We begin the presentation of models of porous materials with an example
of a two-component system whose theory is based on the assumption of incompressibility
of components. Models of this art appear quite frequently in applications to soil mechanics
or glaciology.
First of all, let us make a comment on the calculation of averages in modeling porous

materials. The microstructure of these materials has usually characteristic dimensions
of an almost macroscopic nature. Typical dimensions of granulae or radii of channels
are in the order of micrometers and sometimes even millimeters. This means that we
can, in principle, apply a continuum model on this semimacroscopic level and consider
either a single component continuum (skeleton) or a mixture of ‡uids (‡uid components in
channels of the skeleton). This is not being done because extremely complicated shapes of
channels practically rule out the possibility of formulation of boundary value problems for
semimacroscopic …eld equations. Instead we construct volume averages over the so-called
Representative Elementary Volumes. These are three-dimensional sets whose dimensions
are su�ciently large to be able to assume the randomness of the microstructural geometry
and, simultaneously, su�ciently small when compared with macroscopic dimensions in
order to be able to prescribe average properties to values of corresponding macroscopic
…elds. In Figure 9, we show schematically such a REV-domain and the distributions of the
skeleton and channels on the semimacroscopic level. These distributions are described by
characteristic functions  (Z ) which, for the -component, has the value 1 if the point
Z is in the instant of time  occupied by the -component and 0 otherwise. The notation
Z as well as X appearing further is characteristic for the Lagrangian description of the
multicomponent system which we present later in details. In the following derivation, it
is immaterial as we consider the time  only as a parameter and the whole considerations
concern spatial properties of the system which may be represented in Lagrangian as well
as in Eulerian description. This issue will be made precise further in this Section.
Let us denote byM (X ) the REV-domain which at the instant of time  is located

at the point Z = X. The point X selectingM can be chosen arbitrarily but it is usually
convenient to make a special choice related to the geometry of REV. Namely, the shape
of REV-domains should be chosen in such a way that it does not deviate from natural
symmetries of the microstructure. For instance, in the most common case of isotropic
microstructure the shape should be spherical. ThenM (X ) is the ball of the constant
radius  whose center lies at X at the instant of time 

M (X ) = fZjX 2B0 & jZ�Xj  g  (454)

By this choice,  must be much larger than, say, typical diameters of channels and much
smaller that the macroscopic dimensions of the body.
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Fig. 9: Schematic Representative Elementary Volume (REV).

Obviously, there is a problem of de…ning REV in the vicinity of the boundary as well
as the problem of the de…nition of the boundary B0 itself. We return to this question
in the discussion of boundary conditions. However, it should be mentioned that these
problems yield the existence of boundary layers which are replaced by additional surface
quantities.
Now let us consider the construction of volume averages. For an arbitrary quantity

 (Z ) characteristic for the -component we construct the average

hi (X ) = 1



Z

M(X)

 (Z ) (Z )   (455)

where  = volM (X ) and, for simplicity it is assumed to be a constant. By means of
this de…nition of the volume average we have to de…ne macroscopic gradients of quantities
hi (X ) and their time derivatives. The latter is straightforward because we construct
instantaneous averages over the spatial domain. However the construction of the gradients
is more complicated. Let us choose an in…nitesimal vector X which is constant over
M (X ). This vector de…nes the shift of the REV-domainM (X ). We have

hi (X+ X ) =
1



Z

M(X+X)

 (Z ) (Z )  =

=
1



�Z

M(X)

 (Z ) (Z ) +

+

I

M(X)

 (Z ) (Z )N (Z ) � X
�
+
�
jXj2

�
=

= hi (X ) + 1



�Z

M(X)

Div [ (Z ) (Z ) X] 

�
+
�
jXj2

�
=

= hi (X ) + 1


X�
Z

M(X)

Grad [ (Z ) (Z )] +
�
jXj2

�
=
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= hi (X ) + X� hGradi (X ) +

+
1


X�
Z

M(X)

 (Z )Grad [ (Z )]  +
�
jXj2

�
 (456)

whereN is the unit outward normal vector to the surface M (X ). In order to evaluate
the last integral let us introduce the set

M (X ) = fZ 2 M (X )j (Z ) = 1g  (457)

Then the above relation yields

hi (X+X )� hi (X ) = X� hGradi (X )+ (458)

+
1


X�
Z

M(X)\M(X)

 (Z )N (Z )  +
�
jXj2

�


We have used here the formula for the di�erentiation of the characteristic function  (Z ).
Obviously, the gradient of this function is zero in the interior of M (X ) and
M (X ) nM (X ), where this function is constant. One has to evaluate only the deriv-
ative in the direction orthogonal to the boundary M (X ). We can do this using local
coordinates such that at every point of the boundary we choose the origin of the orthog-
onal frame with the coordinate , whose unit base vector is N . We demonstrate the
calculations using the following de…nition of the characteristic function in the vicinity of
the point  = 0

 ( ) =
1

2
lim
!1

[1� tanh ()]  (459)

where the dependence on the other two local coordinates is immaterial. Then

Grad [ (Z )] = (N �Grad [ (Z )])N = (460)

=
 ( )



����
=0

N = �1
2
lim
!1



cosh2 ()

����
=0

N =

= �M(X) ()N 

where M(X) () is the Dirac-delta function for the surface M (X ). This yields the
transition from the volume integral in (456) to the surface integral in (458).
The relation (458) for the directional derivative of the average hi gives rise to the

following formula
8X - in…nitesimalX�Grad hi (X ) =

= X� hGradi (X )� 1


X�
Z

M(X)\M(X)

 (Z )N (Z )  (461)

To demonstrate the meaning of this relation let us consider a special case in which
 (Z ) is piecewise constant. Then the …rst contribution vanishes identically and in
the second one most contributions vanish due to the outward orientation of the vector
N (Z ). There remain only those whose counterpart lies outside the domainM (X ).
We explain this argument in the one-dimensional diagram of Fig. 10. Contributions of
M (X )-sets: (2),...,(6) vanish due to the opposite orientation of the normal vector on
their ends. There remain the contributions of the set (1) and of the set (7) because their
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ends lie beyond the setM (X ) and this gives the contribution 1 �7 of the integral in
(461), where 1  


7 are values of 

 on the subsets (1) and (7), respectively. As  is in
this example identical with the length  of the interval in Fig. 10, we obtain the average
value of the gradient identical with (7 � 1 ) .

Fig. 10: Construction of macroscopic gradients in 1D-case

It is obvious that this construction is extremely singular. One cannot expect ever any
di�erentiable macroscopic functions to follow from such a construction. Consequently, it
is essential that characteristic dimensions of the microstructure are much smaller than
macroscopic increments jXj. In addition, the heterogeneity of the function  (Z )
should be su�ciently small for the contribution hGradi (X ) to be negligible in (461).
Such a contribution is characterized by the parameter of heterogeneity of the microstruc-
ture heter = jhGradi (X ) Grad hi (X )j which must be much smaller than the
parameter micro =  � 1, where  is the macroscopic characteristic length. If these
conditions are satis…ed we can speak about macroscopic …elds as volume approximations
of real semimacroscopic quantities. We shall not discuss any further the mathematical
structure of such constructions and assume su�cient smoothness for all operations which
we perform on the …elds.
We illustrate the above considerations on some simple models of poroelastic materials

with an incompressibility assumption. As in all continuum models we de…ne in Eulerian
description …elds on a common domain B which is time dependent and corresponds to
a part of the three-dimensional space of motion occupied in a current instant of time by
all components. In the case of semipermeable boundary B parts of components which
‡ow out of this domain are considered separately and one has to solve contact problems.
In a purely mechanical model which we want to consider in this Section processes

are described by two current partial mass densities  (x )  

 (x ) x 2 B � <3  2

T � <, for the skeleton and the ‡uid component, respectively, and by two velocity …elds
v (x ) v (x ) for these two components. All these …elds aremacroscopic which means
that they are de…ned on the common domain B and, for instance the ‡uid mass and the
skeleton mass contained in a subdomain P � B are given by the Lebesgue integrals

 (P) =
Z

P
   (P) =

Z

P
  (462)

In the de…nition of incompressible components one uses a ”pseudomesoscopic” quan-
tities which are called realistic mass densities. We denote them by  and  . They
are also de…ned in each point of the domain B and not in points of the skeleton or of the

104



‡uid, respectively. They may be related to mesoscopic (or semimacroscopic) quantities
  


 by the following formulae

 (x ) =
1

 (M
 )

Z

M

 (z )
�
1� 

�
z (463)

 (x ) =
1

 (M
 )

Z

M

 (z )z

where

M = M
 [M

  M
 \M

 = ; (464)


�
M



�
: =

Z 

M

 z 
�
M



�
:=

Z

M

�
1� 

�
z

and  (z ) is the characteristic function for M
 . M is the image of M (X ) if we

choose to describe the motion of the skeleton, as we customarily do in the Lagrangian
description, by the function of motion f ( ) : B0 ! B. ThenM =M

�
f�1 (x)  

�
.

In contrast to   

 which do not possess any physical interpretation in points of the

real ‡uid for the …rst quantity and in points of the skeleton for the second one, the mass
densities   


 are de…ned solely in points of the real skeleton, and of the real ‡uid,

respectively. Consequently, they possess a usual physical interpretation. For instance,
 is equal to 1000 

3 for water in normal conditions.
It is easy to check the following relations


�
M



�
= (1� )  (M)  

�
M



�
=  (M)  (465)

 :=
1

 (M)

Z

M

  (M) :=

Z

M



The quantity  de…ned in (465)3 is called the porosity.
Consequently

 : =
1

 (M)

Z

M


�
1� 

�
 = (1� )   (466)

 : =
1

 (M)

Z

M

   =  

Clearly, the smeared-out, partial mass densities   

 are related to the common macro-

scopic volume in the current con…guration. Their de…nitions contain the full volume of
REV.
By means of the above relations we are now in the position to introduce the notion of

incompressibility appearing in some theories of porous and granular materials. Namely it
is assumed for such models that

 =   =  (467)

Consequently the current mass densities   

 are not independent …elds. They can

be reduced to the single …eld of porosity . In such a case partial mass balance equations
(without mass exchange!) reduce to the following form
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1



�



+ div
�
 v


��

� �


+ div
�
(1� )v

�
= 0 (468)

1



�



+ div
�
 v


��

� 


+ div

�
v
�
= 0

We can also combine these two equations to the following one

div
�
v + (1� )v

�
= 0 (469)

If we consider equation (468)1 as a candidate for the …eld equation for the porosity 
then equation (469) is a constraint condition of the model. This condition yields certain
limitations on constitutive relations appearing in the phenomenological model which are
not always physically and mathematically acceptable. We show here two examples of
models which are thermodynamically admissible. The …rst one is used frequently in soil
mechanics and in the description of suspensions. In order to obtain …eld equations we need
momentum balance equations which have the following form in the Eulerian description


�
 v


�


+ div

�
 v

 � v �T
�
= p̂  (470)


�
 v


�


+ div

�
 v

 � v �T
�
= p̂  p̂ + p̂ = 0

where TT denote symmetric partial Cauchy stress tensors, p̂ p̂ are momentum
sources. We make the assumption that these quantities satisfy the following constitutive
relations

T = T
�
 grad  e w

�
 T = T

�
 grad e w

�
 (471)

p̂ = p̂
�
 grad e w

�


where the symmetric deformation tensor of the skeleton e � 1
2

�
B � 1

�
satis…es for

small deformations9 the equation

e


= symgrad v  (472)

and w := v � v is the relative velocity of components.
By means of the second law of thermodynamics one can show that the constraint (469)

is thermodynamically admissible. This would not be the case were constitutive relations
(471) independent of grad. In this sense we deal with a higher gradient model . If we
assume in addition the isotropy and linearity with respect to both vector variables grad
and w then we obtain a relatively explicit form of constitutive relations

T = �(1� )1+T
�
e
�
 T = �1+T

�
 e
�
 (473)

p̂ = �p̂ = 
�
e
�
w� grad

9 i.e.
��e
��� 1, where

��e
�� = max

n
(1) (2) (3)

o
and (1) (2) (3) are eigenvalues of e .
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where T T

 are the so-called e�ective partial stress tensors. The second one is

frequently assumed to be zero and the …rst one, if it is linear (small deformation of the
skeleton

��e
��� 1), is given by a Hooke’s law with material coe�cients depending on the

porosity . The permeability coe�cient  is also usually assumed to be constant. The
pore pressure  is the reaction force on the constraint.
In order to account for instabilities of the microstructure one can try to extend the

above model by accounting for nonlinear dependence on the relative velocity w. This is
justi…ed because such instabilities appear by ‡ows of a high intensity of the ‡uid com-
ponent. In a continuum model the latter corresponds to contributions  w. Such an
extension yields in the lowest approximation the following constitutive relations

T = �(1� )1+T
�
 e
�
+ w �w (474)

T = �1+T
�
 e
�
� w�w

p̂ = �p̂ = 
�
 e
�
w� ( + �w �w) grad

where  and � are additional material parameters.
Such a model seems to be appropriate to describe, for instance, instabilities leading to

‡uidization and eruption in water saturated sands by earthquakes [92].
The above described class of models shall not be discussed any further. In spite of their

important role in some problems of soil mechanics these models have some faults which do
not seem to be acceptable in cases of wave processes. Most important of them is the lack
of hyperbolicity (the part of the operator connected with the constraint is elliptic). This
leads to a reduced number of real eigenvalues corresponding to speeds of propagation and,
consequently, to the lack of certain modes of propagation of weak discontinuity waves. In
particular the P2-wave and some important surface waves cannot be described by such
models.

9.2 Thermodynamics of poroelastic materials with the balance
equation of porosity

In this Section we present the model of porous materials developed in the recent years
for an elastic skeleton and ideal ‡uid components. We present its nonlinear foundations
for a system with  ‡uid components. Only a few basic thermodynamical features will
be discussed in order to place the model within the rational extended thermodynamics.
Thermodynamical details will be discussed in further Sections for two-component models.

9.2.1 Reminder of Biot’s model

Multicomponent continuous modeling of saturated porous materials begun some eighty
years ago with the description of consolidation processes in soil mechanics. K. Terza-
ghi (e.g. [81], [82]) in his works relies on the classical elasticity theory supplemented by
Darcy’s law for the ‡ow of the ‡uid in pores. This two-component approach to consolida-
tion has been continued in works of M. A. Biot [8]10, the …rst one published in 1941, by J.

10The collection of Biot’s papers on porous materials has been published by I. Tolstoy [83].
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Frenkel [29] (1944) and by G. Heinrich and K. Desoyer [35] (1955-56). The culmination of
this research were the works of Biot published in the years 1955-56 (e.g. [9], [10]). These
works form until today the foundation for the linear acoustics of porous media, and their
importance for the …eld of poroelasticity can be only compared with the role played by
works of Hooke and Lam� in the classical theory of elasticity. The fundamental equations
proposed by Biot can be written in the following form

0
2u

2
= divT + 

�
U


� u


�
� 12

�
2U

2
� 

2u

2

�


0
2U

2
= � grad  � 

�
U


� u


�
+ 12

�
2U

2
� 

2u

2

�
 (475)

where

T = T0 + ( � 2) (divu)1+ 2 symgradu+ (divU)1 (476)

 = 0 � divu� divU

In these equations u and U denote displacements of the skeleton and of the ‡uid, re-
spectively. The choice of material parameters  describing constitutive relations
for partial stresses is arbitrary. Biot himself was changing his notation from one work
to the other. An essential extension of the set of parameters which characterize separate
components (i.e.  for the skeleton and  for the ‡uid) is the parameter  which
introduces a coupling between stresses.
Initial partial mass densities 0 and 


0 were denoted in a di�erent way by Biot. We

introduce them here in order to expose the presence of the relative acceleration which
appears with the material parameter 12. This contribution was introduced by Biot in
order to account for added mass e�ects which he expected to have in di�usive processes
due to a complex geometry of microstructure of porous materials.
The permeability coe�cient  was also introduced in a di�erent form by Biot. It was

argued that this coe�cient describing a reaction on relative motion of components should
be dependent on viscosity of the ‡uid and, primarily, on the frequency of waves. The
latter was attributed by Biot to the tortuosity.
Finally, Biot was considering increments of stresses with respect to constant initial

stresses but he never mentioned this in an explicit form. For this reason, relations (476)
contain initial stresses T0  


0 .

Numerous theoretical and experimental papers based on Biot’s model prove that Biot’s
intuition was right and that he included in his model in a correct way the most important
e�ects appearing in porous materials. However, the experience of the last …fty years in
continuum thermodynamics gives rise to the following questions:

1) Is the coupling of stresses described by the material parameter admissible
from the thermodynamic point of view?

2) Is the contribution of relative accelerations admissible from the point of
view of material objectivity?

3) How are changes of porosity described by this model?
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4) How should one write in the mathematically correct form the frequency-
dependent permeability?

5) Can one extend in a consistent way Biot’s model to large deformations of
the skeleton and other nonlinear e�ects?

The …rst question is motivated by the experience with the theory of mixtures of ideal
‡uids. As we have seen in the previous Section, for such a mixture the coupling between
partial pressures cannot be incorporated into the model in a thermodynamically admis-
sible way if one does not account for a constitutive dependence on the so-called higher
gradients. The second law of thermodynamics yields without those gradients a model
which is called the simple mixture in which there is no interaction term in constitutive
relations for partial pressures.
The relative acceleration appearing in the Biot model violates the principle material

objectivity and yields existence of terms in equations of motion which depend simultane-
ously on the choice of the reference system (i.e. observer) and on the material.
Biot did not make any contributions to describe changes of porosity. There were even

claims in the literature that the model does not account for such changes. The question
arises if this is indeed the case.
The form of the permeability coe�cient in which a dependence on a frequency of

waves is incorporated cannot appear in general equations of motion which contain as
well a dependence on time. Many papers on this subject avoid this problem by writing
equations (475) after Fourier transformation. The question arises how to incorporate
such a dependence in a general case when, for instance, a complex impulse is applied as a
loading and the temporal form of equations is more convenient for the formulation of the
problem.
In a series of recent papers I have addressed these questions. In order to …nd an

answer a model in a fully nonlinear form had to be constructed and then linearized. As it is
frequently the case with linear models, it has been shown that Biot’s model indeed follows
from some nonlinear extensions which satisfy both the second law of thermodynamics
and the principle of material objectivity. It is shown that, indeed Biot’s model possesses
numerous ‡aws but they may be ignored if we consider small disturbances within a linear
approximation. Details of this discussion can be found in the work [105].

9.2.2 Construction of the nonlinear model

The …rst attempt to construct Biot’s model as a limit of a nonlinear model was under-
taken by R. M. Bowen [13], [14]. It was not very successful as his relations containing
simultaneously Lagrangian and Eulerian quantities do not yield e�ective …eld equations.
Geometric nonlinearities connected with possibly large deformations of the skeleton

indicate that the convenient way to describe processes is to de…ne …elds on a reference
con…guration B0 of the skeleton. For such a con…guration the deformation gradient of
the skeleton is de…ned as the unit matrix: F = 1. Hence we formulate the Lagrangian
description of motion of the porous material. Let us mention in passing that there are
papers on this subject in which the Lagrangian description is introduced separately for
each component. It is not only an unnecessary formal complication but sometimes it
yields erroneous results. We do not present this approach in these Sections.
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The aim of the model is to …nd the following …elds de…ned in points X of the reference
domain B0 � <3 and in instances  of the time interval T � [01):

1. mass density of the skeleton referred to a unit reference volume:  (X ),

2. mass densities of the ‡uid components referred to a unit reference volume:  (X ) 
 = 1     ,

3. velocity of the skeleton: �x (X ),

4. deformation gradient of the skeleton: F (X )   := detF  0,

5. velocities of ‡uid components �x (X )   = 1     ,

6. porosity:  (X ),

7. temperature common for all components  (X ).

Consequently a thermomechanical process is described by the mapping

w : (X ) 7! <4+15 w :=
�
   �xF  �x  

�
  = 1      (477)

Field equations for these …elds follow from balance equations which we proceed to
formulate.
Balance equations are formulated in their global form on material domains of compo-

nents. For porous materials in the Lagrangian description the family of material domains
for the skeleton is de…ned as a class of subsets of B0 which is time independent and satis…es
conditions identical with those of the classical continuum mechanics. Material domains of
the skeleton are time independent because the reference con…guration B0 is de…ned with
respect to the deformation gradient of skeleton F . For this con…guration F = 1.
It is not the case any more for ‡uid components. They have di�erent kinematics than

the skeleton which means that domains in the space of motion containing during the
motion the same particles of a particular ‡uid component move with respect to material
domains of the skeleton. In the Eulerian description the velocity …eld for this motion is
given by the di�erence v (x )�v (x ) for the ‡uid component , where v (x ) is the
velocity of the ‡uid and v (x ) is the velocity of the skeleton at the same spatial position
x and at the same instant of time . This relative motion yields the time dependence of
material domains of ‡uid components projected on the reference con…guration B0. The
projection is carried by the function of motion of the skeleton

8X 2 B0  2 T : x = f (X ) =)

=) F = Grad f (X )  �x =
f (X )


 (478)

whose existence is assumed in the model. The condition for the existence of the function
of motion f shall be formulated later.
In order to describe the kinematics of material ‡uid domains projected on the ref-

erence con…guration we consider the mappings shown in Fig. 11. In the current con-
…guration B = f (B0 ) we consider an arbitrary subset P � B which is material
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with respect to the component , i.e. by an in…nitesimal increment of time � it be-
comes P+� := fx 2B+�jx� v (x+�)� 2 P g. These two subsets of the space
of current con…gurations are maps of the subsets P () P (+�) of the reference con-
…guration B0, one at the instant of time  and the other at the instant of time  + �.
Obviously, they contain the same particles of the component . This construction is shown
in Fig. 11. Now, we choose an arbitrary particle of the component  which occupies the
position x 2P at the instant of time , i.e. its position in the reference con…guration is
X = f�1 (x ). Its position x+�x at the instant +� can be written in the form

x+�x = x+ �x (X) � = f (X +�X +�) =

= x+Grad f (X )�X+
f


� = (479)

= x+ F�X+ �x�

Fig. 11: Projections of material domains of the -component (pull-back)

Consequently, the set P () � B0 is endowed with the kinematics de…ned by the
following velocity …eld

8X 2 B0 : lim
�!0

�X

�
=: �X (X ) = F�1

�
�x � �x

�
 (480)

It is called the Lagrangian velocity. Obviously, in the above relations we were using the
following transformations

�x (X ) = v
�
f (X)  

�
 �x (X ) = v

�
f (X)  

�
 (481)

In order to appreciate the operational meaning of this transformation we formulate
balance equations of mass for all components. They have the following form





Z

P
 =

Z

P
̂ (482)
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for every material domain of the skeleton P � B0, and





Z

P()
 =

Z

P()
̂ (483)

for every material domain of the  ‡uid component P () � B0  = 1    . In the
above relations ̂ ̂ are the mass sources which satisfy the following bulk conservation
law

8X 2 B0  2 T : ̂ +
X

=1

̂ = 0 (484)

Time dependence of material domains for ‡uid components yields the following rules
of time di�erentiation





Z

P
 =

Z

P










Z

P()
 =

Z

P()




 +

I

P()
N � �X

 (485)

where N denotes the unit normal vector …eld of the boundary P ().
These relations yield the following local form of mass balance equations for  =

1     



= ̂




+Div

�
 �X

�
= ̂ (486)

in regular points (almost everywhere) of B0, and


��

��
= 0

hh

�
�X �N�

�ii
) = 0 (487)

in points of singular surfaces moving through the reference con…guration B0 with the local
speed  . The brackets [[� � � ]] denote the di�erence of …nite limits of quantities in these
brackets on the positive and negative side of the surface (comp. (91)).
In a similar manner we obtain the following partial momentum balance equations in

their local form. For the regular points of the reference con…guration B0


�
�x
�


�DivP = p̂ + b

 (�x)


+Div

�
�x � �X �P

�
= p̂ + b p̂ +

X

=1

p̂ = 0 (488)

and for points on singular surfaces


��
�x
��
+
��
P
��
N =0


�
�X �N� 

�
[[�x]]� [[P]]N = 0 (489)

In these relations P P denote partial Piola-Kirchho� stress tensors, bb are par-
tial mass forces, and p̂  p̂ denote the momentum sources. Relation (488)3 expresses the
bulk conservation of momentum.
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We do not need to present details of partial energy balance equations. Under the
assumption of a single …eld of temperature we need solely the bulk energy conservation
law. The derivation is based on a principle of the theory of mixtures that bulk quantities
must be de…ned in such a way that balance equations for these quantities have the form
of classical conservation laws of the single component continuum thermodynamics.
Bearing this principle in mind we de…ne the following bulk quantities

 :=  +

X

=1

  _x :=�x +

X

=1

�x  _X :=

X

=1

 �X (490)

which are the bulk mass density, the bulk momentum, and an objective relative momen-
tum connected with the reference of the motion to the skeleton rather than to local centers
of gravity;

P : = P � F
(
 _X� _X+

X

=1


�
�X � _X

�
�
�
�X � _X

�)
 (491)

P : = P +
X

=1

P;

this is the bulk Piola-Kirchho� stress tensor with the so-called intrinsic part P ;

 : =  +
1

2

(
C �

�
_X� _X

�
+

X

=1

C �
�
�X � _X

�
�
�
�X � _X

�)


 : =  +

X

=1

 C := FF  (492)

this is the bulk speci…c internal energy with the intrinsic part  . The symmetric tensor
C is the right Cauchy-Green deformation tensor of the skeleton;

Q := Q ++
1

2

(
� _X� _X� _X+

X

=1


�
�X� _X

�
�
�
�X� _X

�
�
�
�X� _X

�)
C

Q : = Q +
X

=1

Q �  _X+
X

=1


�
�X � _X

�
+ (493)

+PF _X�
X

=1

PF
�
�X � _X

�


and this vector describes the bulk heat ‡ux in the Lagrangian description. Again the
intrinsic part Q was separated.
The bulk balance equation of energy can be now written in the following form






�
+

1

2
_2
�
+

�


�
+

1

2
_2
�
_X +Q�P _x

�
= b � _x+ (494)
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where

b := �b +
X

=1

b

 :=  +
X

=1

 � b � F _X+
X

=1

b � F
�
�X � _X

�
 (495)

and   denote the partial radiations.
We skip the presentation of the energy condition on a singular surface because it shall

not be used in these notes.
In the Lagrangian description and with the choice of …elds (477) we have at disposal

the following integrability condition

F


= Grad �x (496)

This condition yields the existence of the function of motion (478). By the choice (477)
of unknown …elds this relation plays the role of the …eld equation for the deformation
gradient F.
It is useful to write equation (496) in the following weaker form





Z

P
F =

I

P
�x �N (497)

for every material domain of the skeleton P � B0. This balance equation yields the
following condition in points of singular surfaces


��
F
��
= �
��
�x
��
�N (498)

This relation is usually derived by means of the Hadamard Theorem for singular surfaces.
Before we present remaining equations of the model let us discuss some properties

of the objects which we have introduce above. It is easy to notice a striking similarity
of the structure of bulk quantities to that appearing in the classical theory of mixtures.
This concerns terms with explicit contributions of velocities. However in contrast to the
mixture theory all velocities of the present model are objective because �X and _X are
relative velocities. Due to constitutive relations these velocities may be also present in the
implicit form in intrinsic parts of stress tensors, internal energy and heat ‡ux vector. It is
also important to notice that the explicit dependence is at least quadratic. If we consider
processes with small deviations from the thermodynamical equilibrium these contributions
can be neglected.
In order to turn over mass balance equations (486), momentum balance equations

(488), energy balance equation (494) and compatibility condition (496) into …eld equations
for …elds (477) we need constitutive relations for partial stress tensors, momentum sources,
the bulk internal energy and the bulk heat ‡ux. If we had these relations we would have
14 (+ 1) equations. Consequently we would be missing one equation. This is connected
with the fact that the porosity  is the additional microstructural variable and this requires
an additional equation. We proceed to formulate this equation.
We have seen in the previous Section that changes of porosity may be described by

a balance equation (468). This was the consequence of incompressibility of components.
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If the components are compressible we are missing this equation. Compressibility of
components is an important feature in the wave analysis and many other problems of
practical bearing and linear models (e.g. Biot’s model) yield in such cases a relation
for porosity which does not coincide with this derived for incompressible materials. In
addition the porosity equation following from the mass conservation law does not contain
a source. Such a source would describe a spontaneous relaxation of porosity. We know
from experience with other microstructural variables that this is an important property
yielding evolution equations for such variables
All these arguments can be made more precise if we motivate an equation for porosity

by a transition from a semimacroscopic model. We do so by means of averaging over the
Representative Elementary Volume (see: [97], [98]).
The porosity is the fraction of void spaces in the skeleton. Consequently, if  (Z )

denotes the characteristic function of the solid component on the semimacroscopic level
(see: Section 9.1) then we have

 (X ) =
1



Z

M(X)

�
1�  (Z )

�
  (499)

where the averaging is performed over the reference con…guration of the skeleton, i.e.
X 2B0 and it means that the points Z of the real solid move within M (X) according
to semimicroscopic equations of motion. For the purpose of motivation of macroscopic
equations it is not necessary to formulate them.
We proceed to investigate time changes of porosity. We have




=

1



Z

M(X)

�
�




� Grad 

 � _Z
�
  (500)

where Grad denotes the gradient with respect to the variable Z and _Z is the velocity
of the real point of the solid. According to (460) we can transform this relation in the
following way




=

1



Z

M

�
�




+ M(X) ()N � _Z

�
 =

= � 1



Z

M




 �

1



Z

M\M
N � _Z =

= � 1



Z

M(X)




 �

1



I

M\M[(M\M)
N � _Z+

+
1



Z

M\M

N � _Z =

= � 1



Z

M(X)




 �

1



Z

M

Div _Z +
1



Z

M\M

N � _Z  (501)

These three contributions have the following macroscopic interpretation. The …rst one de-
scribes the source of porosity caused, for instance, by microstructural relaxation processes.
We denote this contribution by ̂. The second contribution is related to the relative mo-
tion of real components on the semimacroscopic level. Bearing the relation (461) in mind,
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we can identify this term with the contribution of the macroscopic ‡ux of porosity J, i.e.
we can write approximately

1



Z

M

Div _Z = Div J (502)

On the macroscopic level this contribution results from the relative motion of components.
Finally, the last contribution is related to internal deformations of the skeleton. As we
consider porous materials whose skeleton is elastic this contribution, in contrast to the
other two contributions, must appear in equilibrium as well as nonequilibrium processes.
We call it equilibrium changes of the porosity and denote by , i.e.

1



Z

M\M

N � _Z =


 (503)

Bearing the above remarks in mind we introduce in regular points the balance equation
of porosity in the following general form

�


+DivJ = ̂ � = �   (504)

where � is the deviation of porosity from the equilibrium value, the latter together with
the ‡ux of porosity J and the source of porosity ̂ must be given by constitutive relations.
We expect that  tends to an equilibrium under constant external conditions. The equi-
librium value of porosity  satis…es the equation (504) with the ‡ux and source equal to
zero. The latter as we show later follow indeed from the second law of thermodynamics.
Making an assumption that sources of porosity do not carry surface singularities we

can write the following compatibility condition for porosity on such surfaces

 [[�]]� [[J]] �N = 0 (505)

which may suggest the form of natural boundary conditions for porosity.
It is clear that the averaging procedure does not specify the balance equation of poros-

ity but it motivates its structure. This is the typical situation for models which are not
based on kinetic microscopical models.
Let us collect balance equations which we have discussed in this Section. They are

shown in the following Tables 10 and 11.

Table 10: Balance equations for the + 1-component porous material in regular points
of the reference con…guration X 2B0

mass of  


= ̂

mass of  


+Div  �X = ̂

momentum of 
(�x)


�DivP = p̂ + b

momentum of  (�x)


+Div
�
�x � �X �P

�
= p̂ + b

bulk energy 


�
+ 1

2
_2
�
+

n

�
+ 1

2
_2
�
_X+Q�P _x

o
= b � _x+

integrability of F F


= Grad �x

porosity �


+DivJ = ̂
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Table 11: Balance equations (dynamic compatibility conditions) in points of the
singular surface

mass of  
��

��
= 0

mass of 
hh

�
�X �N� 

�ii
= 0

momentum of  
��
�x
��
+
��
P
��
N =0

momentum of  
�
�X �N� 

�
[[�x]]� [[P]]N = 0

integrability 
��
F
��
= �
��
�x
��
�N

porosity  [[�]]� [[J]] �N = 0

As already indicated we do not quote here the dynamic compatibility relation for the
bulk energy.
In order to construct …eld equations for the …elds w listed in relation (477) we have

to solve the closure problem, i.e. we have to add to balance equations of the Table
11 constitutive relations. We shall do so for some important particular cases. As the
…rst closure we select the simplest possible one which yields a possibility of exploiting the
second law of thermodynamics in a way typical for the rational extended thermodynamics.
The other cases shall be investigated by means of the classical approach to the exploitation
of the second law of thermodynamics.
In the case of the extended thermodynamics method we proceed as follows.
Let us de…ne the following vectors

F0 :=

�
   �x  �x 

�
+

1

2
_2
�
F�

�
2 <4+15

F :=
n
0  �X �G �PG 

�
�x � �X �P

�
G 

�


�
+

1

2
_2
�
_X+Q �P _x

�
�G ��x �G J �G

�
2 <4+15

 = 1 2 3

f :=
�
̂ ̂ p̂ p̂ 0 0 ̂

�
2 <4+15 (506)

f :=
�
0 0 b b b � _x+ 0 0

�
2 <4+15

where G denote unit basis vectors of Lagrangian coordinates. Then the balance equa-
tions can be written in the following compact form

F0


+
F


= f + f (507)

where
�

�
=123

denote Lagrangian coordinates. For convenience we have chosen again
a Cartesian coordinate system.
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We know already that in procedures of extended thermodynamics it is assumed that
the vectors de…ned by (506) are su�ciently smooth functions of the vector w of unknown
…elds. Then the closure assumption has the form

F0 = F0 (w)  F = F (w)  f = f (w)  (508)

In the case under considerations we obtain the model of poroelastic materials without
heat conduction. In order to incorporate the heat conduction we would have to introduce
either an equation for the heat ‡ux or a dependence on Grad as a constitutive variable.
Similarly we would have to extend the model if we wanted to describe viscous or plastic
e�ects - we would have to add equations for partial stresses or a dependence on gradients
of partial velocities. Further we present models in which some aspects of such exten-
sions are indeed discussed within a classical approach to the problem of thermodynamical
admissibility.
Let us stress that the structure of constitutive relations (508) is one of the most charac-

teristic features of extended thermodynamics. Namely the constitutive variables are …elds
themselves but not their derivatives as it is always the case in ordinary nonequilibrium
thermodynamics.
In order to expose the structure characteristic for extended thermodynamics we con-

sider a simpler case of the closure in the form (508) under the assumption that processes
are isothermal. This means that we leave out the temperature in the de…nition (477) of
w and denote it then w as well as we ignore the energy balance equation.
The set of equations (508) for w without energy balance has thermodynamically the

same structure as the corresponding set of extended thermodynamics. For this reason
we can apply the same principles connected with the thermodynamical admissibility.
They can be formulated as follows:

- entropy inequality: there exist a nontrivial entropy function 0 and a ‡ux
H =G such that for each thermodynamical process (i.e. for each solution
of …eld equations) the following inequality is satis…ed

0


+ DivH � 0 0 = 0 (w) 2 < H =H (w) 2 <3 (509)

- convexity and causality: the entropy function 0 = 0 (u) is concave, i.e.

8v 2<14(+1)v 6= 0 :
20

ww

� (v� v)  0 (510)

- principle of relativity (Galilean invariance of …eld equations).

The last principle yields a decomposition of all quantities of the model into two parts:
a convective part which depends explicitly on the absolute velocity …elds and a noncon-
vective part which does not depend on absolute velocities at all. This principle is satis…ed
identically in the case of Lagrangian description because we deal solely with relative ve-
locities.
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Entropy inequality (509) is exploited by means of Lagrange multipliers which elimi-
nate the limitation of this inequality to thermodynamical processes. According to this
procedure requirement (509) is equivalent to the following inequality for all …elds, and
not only for solutions of …eld equations

8w 2 <14(+1) :
0


+



���
�
~F0


+
~F


� ~f

!
� 0 � 2<14(+1)

H = G  (511)

where � are the Lagrange multipliers, and functions of w. As mentioned above ~F0 ~F ~f
are truncations of functions (506) to the subspace <14(+1) without the energy balance
equation.
The solution of the above problem has the following form

0 = ��~F0  = ~F �� =) �

w
=

20
ww

 (512)

i.e. according to (510), the map w ! � is globally invertible. Hence after Legendre
transformation

00 (�) = ��~F0 � 0  0
 (�) = ��~F � =)

=) ~F0 =
00
�

 ~F =


�
 ��~f (�) � 0 (513)

Consequently, the functions ~F0, and ~F which determine the left-hand side of the …eld
equations are given if the four-potential (00 (�)  

0
 (�)) is known. It leaves unspeci-

…ed but restricted by the dissipation inequality (513)5 only the sources ~f (�) of the …eld
equations. This is one of the most important consequences of the second law within the
rational extended thermodynamics. Moreover relations (513) yield the symmetry of …eld
equations for the unknown vector �:

20
��

�


+
2 0



��

�


= ~f (514)

Consequently under the second part of the condition of thermodynamical admissibility
(i.e. nonsingularity of matrix 20

��
) the system is symmetric hyperbolic.

It remains to invert the variables, i.e. to …nd the map �! w. This is usually a very
di�cult technical problem. For this reason we use further a classical approach which does
not require the execution of the last step.
Let us mention that the residual inequality (513)5 de…nes the dissipation. This func-

tion vanishes in states called the thermodynamical equilibrium states. Consequently the
necessary and su�cient conditions for the thermodynamical equilibrium within the model
discussed in this Section have the form

̂j = 0 for  = 1     

p̂j = 0 for  = 1      (515)

̂j = 0

They follow directly from de…nition (506)3 of the vector f truncated to ~f.
In the following Sections we discuss some particular models following from the above

thermodynamical scheme.
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9.3 Two-component poroelastic materials: dependence on ob-
jective accelerations and porosity gradient

In order to see the structure of …eld equations for nonlinear nonisothermal processes
in porous materials we consider a particular case of the two-component system which
describes thermomechanical processes in saturated poroelastic materials. This thermody-
namical construction is connected with the classical Biot model of poroelastic materials.
We have already mentioned two characteristic features of Biot’s model motivating the
construction which we present further. Within a purely isothermal framework Biot pro-
posed a two-component linear model in which partial momentum balance equations are
coupled by three terms. The …rst one, di�usive forces, following from the relative motion
of components, is classical. The second one follows from the assumption that the mo-
mentum source contains a contribution of the relative acceleration of components. This
yields the consequence that the matrix of partial mass densities is not diagonal. The o�-
diagonal part is assumed to be symmetric. The third one appears in partial stresses and
describes the reaction of one component on volume changes of the other. This coupling
is also assumed to be symmetric.
It is rather straightforward to show that the second contribution violates the principle

of material objectivity and the third contribution contradicts the second law of thermo-
dynamics. However, one can construct a nonlinear model whose linear limit is identical
with the Biot model. We present this construction in this Section. In order to simplify
technicalities, we present this construction in two separate steps. First, we construct the
model with a contribution of relative accelerations and then a model with couplings of
partial stresses.
A nonlinear objective model with a contribution of relative accelerations is thermo-

dynamically admissible if we add some nonlinear contributions to partial stresses and to
the free energy. They re‡ect in the simplest manner the existence of ‡uctuations of the
microstructural kinetic energy caused by the heterogeneity of momentum in the represen-
tative elementary volume. The existence of such ‡uctuations as a result of tortuosity of
porous materials has been indicated by O. Coussy in 1989 [21]. However, the constitutive
part of a model based on such considerations has not been presented. There exist some
attempts to derive Biot’s model with the contribution of relative acceleration by means
of Hamilton’s principle based on the ‡uctuation kinetic energy. As the true variational
principle does not hold for dissipative systems the dissipation through ‡uctuation and
di�usion is accounted for by a pseudo-potential and a pseudo-variational principle. This
does not seem to be the right way of handling irreversible processes. For this reason we
rely rather on the nonequilibrium thermodynamics in our considerations.
Let us begin with the construction of the model with the relative acceleration as a

constitutive variable. We follow here the construction presented in [104].
We consider a two-component continuum consisting of a solid skeleton and of a ‡uid.

As in the previous Section, the motion of the skeleton is assumed to be described by the
following twice continuously di�erentiable function

x = f (X )  X 2 B0  2 T  (516)

where B0 denotes the reference con…guration of the skeleton and T is the time interval.
The velocity, the acceleration and the deformation gradient of the skeleton are de…ned by
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the relations

�x :=
f


 �x :=

�x


 F := Grad f (517)

Certainly, the value F = 1 corresponds to the reference con…guration for, say,  = 0 in
which f (X 0) = X.
Motion of the ‡uid is described by the transformation of the Eulerian velocity …eld

v = v (x ) de…ned on the space of current con…gurations f (B0 ) of the skeleton.
We have

v = v
�
f (X )  

�
=: �x (X )  (518)

The acceleration of the ‡uid is then given by

�x =
�x


+ �X �Grad �x  �X := F�1

�
�x � �x

�
 (519)

where �X is the Lagrangian velocity of the ‡uid with respect to the skeleton.
We proceed to determine the transformation rules for the above quantities speci…ed

by the Euclidean transformation rule

x� = O ()x+ c ()  (520)

The relations (517) and the time di�erentiation of the relation (520) yield the following
quantities in the new reference system

F� = OF �x� = O�x + _Ox+ _c �x� = O�x+2 _O�x

+ �Ox+ �c (521)

where the dot denotes the time derivative.
We assume that the transformation rule for the velocity …eld of the ‡uid component

has the same form as it does for the skeleton

�x � = O�x + _Ox+ _c (522)

Consequently
�x� � �x� = O

�
�x � �x

�
) �X � = �X  (523)

Bearing these relations in mind we can now easily derive the transformation of the
acceleration of the ‡uid. We obtain immediately

�x� =




�
O�x + _Ox+ _c

�
+ �X �Grad

�
O�x + _Ox+ _c

�
= (524)

= O�x + 2 _O�x

+ �Ox+ �c

where the de…nition of the Lagrangian velocity has been used.
Due to the presence of contributions dependent solely on the choice of the frame we

say that velocities �x  �x and accelerations �x �x are nonobjective. Consequently, their
di�erence is also nonobjective. We have

�x� � �x� = O
�
�x � �x

�
+ 2 _O

�
�x � �x

�
 (525)

For this reason the di�erence of accelerations cannot be used as a constitutive variable in
a construction of the macroscopic model of a two-component system.
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If we take the gradient of the transformation relations for velocities we obtain

Grad �x� = OGrad �x + _OF
 ) _O =Grad

�
�x� �O�x

�
F�1

Grad �x � = OGrad �x + _OF
 ) _O =Grad

�
�x� �O�x

�
F�1 (526)

Consequently, we can write

2 _O
�
�x � �x

�
=(2� z) _O

�
�x � �x

�
+ z _O

�
�x � �x

�
=

= (2� z)Grad
�
�x � �O�x

�
�X + zGrad

�
�x� �O�x

�
�X  (527)

where z is arbitrary.
Substitution of this relation in (525) yields

�x� � �x� � (2� z) �X �Grad �x � � z�X �Grad �x� = (528)

= O
�
�x � �x � (2� z) �X �Grad �x � z�X �Grad �x

�


It means that the quantity

a :=




�
�x � �x

�
+ �X �Grad �x � (2� z) �X �Grad �x � z�X �Grad �x �

� 



�
�x � �x

�
� (1� z) �X �Grad �x � z�X �Grad �x (529)

is objective, i.e.
a� = Oa (530)

We call this quantity an objective relative acceleration. As an objective variable it can be
incorporated into the set of constitutive variables. Obviously, there exists a class of such
accelerations speci…ed by the constitutive coe�cient z
It is easy to see that a linear momentum source p̂ in an isotropic material may contain a

term 012a � 012 
�
�x � �x

�
as required by relations of Biot’s model. The open question

is if the second law of thermodynamics admits this type of contribution in a fully nonlinear
model.
As we have already mentioned the nonlinear poroelastic two-component model requires

the formulation of …eld equations for the following …elds

V :=
�
  �x  �x F  

�
for (X ) 2 B0�T  (531)

where  is the partial mass density of the ‡uid per unit volume in the reference con-
…guration of the skeleton, i.e. in the current con…guration it is given by the relation
 = �1  := detF.  is the absolute temperature of the medium common for
both components, and  is the current porosity. Other symbols have the same meaning
as before.
The partial mass density of the skeleton in the reference con…guration,  , does not

appear among the …elds because it is constant in a homogeneous material without mass
exchange between components.
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These …elds are assumed to ful…l the following set of balance equations

 :=



+Div

�
 �X

�
= 0 (532)

M := 
�x


�DivP � p̂ = 0 (533)

M := 
�
�x


+ �X �Grad �x

�
�DivP + p̂ = 0 (534)

 : =



+DivQ�P �Grad �x �P �Grad �x �

�
F p̂

�
� �X = 0 (535)

 : =  +  

F :=
F


�Grad �x = 0 (536)

 :=
�


+Div J� ̂ = 0 � :=  �   (537)

where P P denote the …rst Piola-Kirchho� partial stress tensors, p̂ is the momentum
source,  is the speci…c internal energy per unit mass of the mixture, Q is the heat ‡ux
vector,  describes the equilibrium porosity, J is the porosity ‡ux, and ̂ is the porosity
source. The porosity balance equation (537) yields the model essentially beyond the frame
of Biot’s model due to the contribution of relaxation source ̂.
As we show in the next Section, changes of porosity predicted by the linearized porosity

balance equation are identical with those following from Biot’s model and Gassmann
relations provided the relaxation time of porosity goes to in…nity (i.e. ̂ � 0). However, it
should be mentioned that many other approaches to the problem of evolution of volume
fractions, porosity, etc. appear in the literature. One of the most popular forms of such an
evolution equation follows from the so-called principle of equilibrated pressures introduced
by Goodman, Cowin, Nunziato, Passman and others (e.g. [32]). Even though in some
applications such an approach may by advantageous to the porosity balance, we do not
discuss it any further in these notes.
In order to obtain …eld equations from the above balance equations we have to specify

constitutive relations for these quantities, i.e

F :=
�
PP  p̂ Q  J ̂

�
 (538)

must be functions of constitutive variables. In the model, we are presently discussing, the
set of constitutive variables is chosen as follows

C :=
n
 F �X � G a

o
 G := Grad  (539)

Hence the gradient of porosity does not appear among the variables. As we see further
it means that we can expect only the so-called simple mixture model to follow from
thermodynamical considerations in which some couplings of components are absent. We
do so on purpose to avoid technical di�culties of accounting simultaneously for two new
contributions: due to a and due to N :=Grad. Later we consider the model with the
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dependence on N but not on a. One can show that the combined model satis…es the
second law of thermodynamics.
Once the function

F = F (C)  (540)

is given, we obtain a closed system of di�erential equations for …elds V .
Constitutive relations (540) satisfy the second law of thermodynamics in the form of

the following entropy inequality




+DivH �0  =  (C)  H = H (C)  (541)

which must hold for all solutions of …eld equations. In this inequality  is the speci…c
entropy and H its ‡ux.
This requirement is equivalent to the following inequality which must hold for all …elds




+DivH�� �� �M �� �M � � �� �F� ��0 (542)

where
�



�


�


�� � (543)

are Lagrange multipliers dependent on constitutive variables C.
The exploitation of the second law of thermodynamics in the general case is technically

impossible. Therefore we make simplifying assumptions su�cient for the second law to be
satis…ed and yielding explicit limitations on constitutive relations. They are as follows:
1� The material is isotropic. Consequently, scalar constitutive functions, for instance,

depend on vector and tensor variables solely through invariants. This assumption will be
applied in some steps of our proofs. Some relations are simpler in a general form and then
we do not introduce this limitation.
2� The dependence on the relative velocity �X is at most quadratic. This assumption is

related to the structure of the nonlinear contribution to the objective relative acceleration.
We motivate its form further.
3� The dependence on the temperature gradient G is linear. We could skip this as-

sumption on the cost of some technicalities but the experience with the thermodynamical
construction of poroelastic models shows that this simplifying assumption does not yield
any undesired results.
4� The dependence on the deviation of porosity  from its equilibrium value  ,

� � �  , is quadratic.
5� The dependence on the relative acceleration a is linear.
6� Higher order combinations of variables G �X �a can be neglected.
As we see further these assumptions limit thermodynamical considerations to a vici-

nity of the thermodynamical equilibrium similar to this appearing in the classical Onsager
thermodynamics.
Bearing these assumptions in mind we can write the following representations of con-

stitutive functions
– partial stresses

P = P0 (C �) +
1

2
 (C)F �X � �X  C :=

�
 F 

�


124



P = P0 (C �) +
1

2
 (C)F �X � �X   =  (C)  (544)

– internal energy and entropy

 = 0 (C �) +
1

2
 (C)

�
F �X

�
�
�
F �X

�


 = 0 (C �) +
1

2
 (C)

�
F �X

�
�
�
F �X

�
 (545)

– ‡uxes of energy, entropy, porosity

Q =  �X
 �G+Fa

H =  �X
 +G+F

a (546)

J = ��X + G+F
a

where all coe�cients are functions of variables C ,
– momentum source

F p̂ = � �X
 +�G� 012Fa (547)

with coe�cients dependent again on variables C .
The contributions with the coe�cients   to the energy and entropy are motivated

by ‡uctuations of the microstructural kinetic energy caused by the tortuosity11. We do
not introduce any additional microstructural variable describing changes of tortuosity.
For this reason a macroscopic in‡uence of tortuosity can be solely re‡ected by the seepage
velocity which in our model corresponds to the Lagrangian velocity �X . The classical
kinetic energy in this model is given by 1

2

�
�x � �x + �x � �x

�
. Consequently, the

correction 1
2

�
�x � �x

�
�
�
�x � �x

�
may be considered as an added mass e�ect resulting

from tortuosity.
As we see further, the dependence of partial stresses on this velocity, introduced in the

simplest form by (544), is then required by the consistency of the model with the second
law of thermodynamics. In other words, we show further that coe�cients    in the
stress relations (544) and the coe�cient  in the energy relation (545) are connected (see:
formula (587)).
The exploitation of the second law of thermodynamics (542) is standard. We apply

the chain rule of di�erentiation to constitutive laws. We skip here rather cumbersome
technical details.
Linearity of the second law of thermodynamics with respect to time derivatives

�




F



�



�x



�x







G



�

11Tortuosity is the geometrical property of ‡ows in channels of porous materials and it may be de…ned
as the ratio of the average length of the streamline within REV to the typical linear dimension of REV.
Hence, its minimum value is equal to one. It corresponds to the straight streamline.
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yields

�


= �


0 +
1

2

�



� �



��
F �X

�
�
�
F �X

�
 (548)

�


0 :=
0


� �
0


� =
0
F

��
0
F

+
1

2

�

F

� �

F

��
F �X

�
�
�
F �X

�
 (549)

� =
0
�

� �
0
�

 (550)

�
 � 012

�
�



+ 012�
 = � ( � �)F

 �X + 012�
F �X �

�Div
�
F


�
+ �Div

�
F


�
+ �Div

�
F


�
= 0 (551)

�
 � 012

�
�



+ 012�
 = ( � �)F

 �X � 012�F �X +

+Div
�
F


�
��Div

�
F


�
� �Div

�
F


�
= 0 (552)

0


� �
0


+
1

2

�



��



��
F �X

�
�
�
F �X

�
= 0 (553)

These identities still contain linear contributions of GradF, �, quadratic contri-
butions of the latter as well as quadratic contributions of Lagrangian velocity. As they
should hold for arbitrary …elds coe�cients of these contributions must vanish separately.
After easy analysis we obtain

 = 0  = 0  = 0 (554)

�


= �� = yF �X  y := � � � � �012

 � 012
�
1 + 



�  (555)

The second law of thermodynamics is also linear with respect to the following spatial
derivatives

Grad �xGrad �x Grad  GradFGradGGrad� (556)

We have listed them in the order of the further analysis and, simultaneously, skipped the
derivative Grada because it does not contribute to the second law due to the relations
(554). The linearity with respect to (556) yields a set of identities and leaves a residual
inequality which is essentially nonlinear. It de…nes the dissipation in the system and
has the following form

D :=

�



� �



� �
�


+�

�
�X �G+

+

�



+ �



� �




�
G �G+ (557)

+�� �X
 � �X + �̂ � 0
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Hence the state of thermodynamical equilibrium de…ned by D = 0 appears if

G = 0 �X = 0 ̂ = 0 (558)

i.e. the temperature gradient, relative motion (di�usion), and the relaxation of porosity
cause the deviation from the equilibrium.
Clearly the assumption 4� yields the linearity of ̂ and � with respect to �. In

addition, the above inequality yields homogeneity of these functions, i.e. we can write

̂ = ��


 � = � (559)

where    can be solely functions of variables C . Consequently, we obtain as well

�


= 0




= 0 (560)

It is worth mentioning that due to (554) the relative acceleration does not contribute
to the dissipation. This property of the model follows from the fact that the model does
not possess any independent …eld of tortuosity which could relax to the thermodynamical
equilibrium.
Now we return to the coe�cients of spatial derivatives of …elds. The vanishing coe�-

cient of Grad �x yields the following results

�P0F
 +

�
0
F

� �
0
F

�
F +

�
� + � + ��+ �



0

�
1 = 0 (561)




��



= 0



� �



= 0 (562)

2

�



� �



�
 + 

�



� �



�
= y

�
 +





�
 (563)

z = � 1

2012

� � y
�
 + 



�

y
�
1 + 



�
+ �

 (564)

where

 := trC   :=
1

2

�
2 � trC

�
  := detC C := FF (565)

are main invariants of the Cauchy-Green deformation tensor C.
The coe�cient of Grad �x yields

�
�
P0 +P


0

�
= �
�
0
F

��
0
F

�
 (566)




� �



= 0 (567)

1

2
�
�
 + 

�
= �012

�
1 +





�
y� y� 012� (568)
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Consequently, bearing (562) and (567) in mind,


F

� �

F

= 0 (569)

Next we consider the coe�cient of Grad  . We have
�



��



� �
�


� �



�
�X + y

P


F �X � y




P


F �X = 0 (570)




+ �



= 0




= 0 (571)

Similarly, the coe�cient of GradF yields

sym

��

F

� �

F

� �
�

F

�
� �X + �



F� � �X + y� + y�
�
�

� sym
n
( � � � ��)F� � �X

o
= 0 (572)



F
+ �



F
= 0


F

= 0 (573)

where the components of tensors�� in Cartesian coordinates are given by the relations

� =
 0
 

 �
  � = �




0


 �
  (574)

Under our assumptions the contribution of Grad� does not yield any restrictions.
Finally, the last condition follows from the vanishing coe�cient of GradG and it has

the form
 + � = 0  = 0 (575)

Inspection of the results (571), (573) for thermal coe�cients yields

� = � ( ) ) � =
1


 i.e.  = �


 (576)

where the ideal wall argument has been used.
It is not quite clear what limitations on partial stress tensors are imposed by conditions

(570), (572). Derivatives of partial stresses with respect to the mass density  as well
as with respect to the deformation gradient F seem to restrict elastic properties of the
system in equilibrium. This does not seem very plausible. Hence we assume that the
coe�cient y vanishes, i.e.

y = 0 (577)

Then the multipliers of momentum equations vanish as well. As the consequence of
(553), (555), (563), (569) we obtain

�012 =  �  =  )  =   = 0 (578)
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It is convenient to introduce the following notation

 := �  (579)

0 :=  � 1
2


�
F �X

�
�
�
F �X

�


Then, for Lagrange multipliers we have

�


= � 1



0


= �


0  � = � 1



0
F

 � = � 1



0
�

= � (580)

and the relation (553) implies the following classical formula for the internal energy

 =  �  

 (581)

Simultaneously the relations (570), (572) yield




� �




� �


= 0
�


= 0

2

�



� �



�
+ �

 � ( � � ) = 0 (582)

2
�


� � = 0 ) � = �0 �0 =  (583)

These relations yield the following integrability condition for the multiplier �



�




+ 

�



= 0 ) �



= �
 �
 
�
  := 

�1  (584)

Consequently, integration of (580)1 leads to the following additive splitting of the free
energy 

 =  +  � 1

2
�2

 +
1

2


�
F �X

�
�
�
F �X

�
 (585)

 = 
�
 
�
  = 

�
F

�


The above separation property is characteristic for the so-called simple mixtures. It
means that the choice of constitutive variables (539) rules out the coupling of components
through deformations: changes of the current mass density  do not have in‡uence on
 and deformations F of the skeleton do not have in‡uence on  .
In addition, integration in (582)1 yields

 �



= �



 i.e. H =

1



�
Q� �X

�
 (586)

where we have accounted for the relations (575) and (576).
Inspection of relations (578), (564) and (568) leads immediately to the following iden-

ti…cation of constitutive coe�cients coupled to the relative acceleration

 = �012  = �2z012  = �2 (1� z) 012 (587)
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Simultaneously, relation (561) with (579), (580), (585) and (586) for partial stresses
P0 and relation (566) for partial stresses P


0 yield

P =


F
+ �

F� � z012F �X � �X   := �0
�1 (588)

P = �2



F� � �

F� � (1� z) 012F �X � �X 

Hence, as mentioned in the introduction, the partial stresses do not possess a coupling
term characteristic for Biot’s model and this fallacy of the model can be removed by
additional constitutive variables.
For practical purposes it is convenient to transform equations of the model to Eulerian

coordinates. We write them in an arbitrary noninertial reference system. The set of
balance equations (532) has then the form
– mass balance for the ‡uid component




+ div
�
 v


�
= 0 (589)

– momentum balance for the skeleton



�
v


+ v � grad v

�
= divT +  b

 + �1� gradT+
�
v � v

�
�

�12
�




�
v � v

�
� (1� z)

�
v � v

�
� grad v � z

�
v � v

�
� gradv

�
 (590)

– momentum balance for the ‡uid



�
v


+ v � gradv

�
= divT +  b

 � �1� gradT�
�
v � v

�
+

+12

�




�
v � v

�
� (1� z)

�
v � v

�
� gradv � z

�
v � v

�
� grad v

�
 (591)

– energy balance




+ div

�
v

 + q
�
�T � grad v�T � grad v� (592)

�
�
v � v

�
�
�

�
v � v

�
+ �1� grad �

� 12
�




�
v � v

�
� (1� z)

�
v � v

�
� grad v � z

�
v � v

�
� gradv

��


– porosity balance

�1�


+ div

�
�1�v

 + j
�
+
�1�


= 0 (593)
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The external forces  b
   b


 , called apparent body forces, contributing to momen-

tum balance equations have the following structure

 b
 = 

�
b + i


�
  b

 = 
�
b + i


�


i := �c+ 2�
�
v � _c

�
+
�
_���2

�
(x� c)  (594)

i := �c+ 2�
�
v � _c

�
+
�
_���2

�
(x� c)  � := _OO

 � �� 

where  b

  


 b


 are true (e.g. gravitational) body forces, and 


 i
  i

 are inertial
body forces. In order of appearance in the above relations, they consist of the inertial
force of relative translation, Coriolis force, Euler force, centrifugal force. They depend
on the matrix of angular velocity � of the noninertial system with respect to an inertial
one. Certainly, the inertial body forces vanish in an inertial reference system. It should
be mentioned that the partial accelerations appearing in the above partial momentum
balance equations combined with apparent body forces are objective, i.e. invariant with
respect to the Euclidean transformation.
The remaining notation used above is as follows

 = 
�1  = 


 + 


  12 = 

0
12

�1  = � 
�1 (595)

while the Cauchy stress tensors TT are given by the following constitutive relations

T = �1PF = 2

�



B+





�
1 �B

�
B +




1

�
+ (596)

+�1� z12
�
v � v

�
�
�
v � v

�
 B = FF 

T = �1PF = �1 � �1� (1� z) 12
�
v � v

�
�
�
v � v

�
 (597)

 = 2





with the free energy given by

 =  
 (   ) +  


�
 
�
� 12

�
v � v

�
�
�
v � v

�
 (598)

The energy  and the energy ‡ux vector q are given by

 =  �  

 q = �1FQ = �1

�
v � v

�
� �1 grad (599)

and the porosity ‡ux has the form

j = �1FJ = �0

�
v � v

�
 (600)

There remains the question of practical estimation of additional parameters 012 and
z. The added mass coe�cient 012 has been extensively studied in literature concerning
Biot’s model. The parameter z is new. There seem to exist various possibilities for its
estimation connected to the fact that it appears in contributions which may be time
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independent. As an example let us consider a stationary isothermal process in which, in
a chosen inertial frame of reference, the skeleton does not move (i.e. v = 0). Such a
‡ow of the ‡uid through a porous material is described by the mass balance and by the
momentum balance for the ‡uid. For simplicity we neglect changes of porosity. Then we
have

div
�
 v


�
= 0 (601)

�
 + 2 (1� z) 12

�
v � gradv = � grad  �

�
 + (1� z) 12 divv

�
v 

 = 
�

�


The correction of the permeability coe�cient  driven by volume changes of the ‡uid
div v seems to be very small. However the correction of mass density appearing on
the left-hand side of this equation may be essential and measurable. For instance, in an
irrotational ‡ow (rotv = 0) we have approximately

grad

�
0 (� 0) +

1

2

�
 + 2 (1� z) 12

�
v � v

�
+ v = 0 (602)

where  =  is the pore pressure and 0 its constant reference value. If the pressure
increment is of the order of, say, 10  the velocity of the ‡uid must be of the order of
1  to make both contributions of the similar order. Practically measurable would be
the in‡uence of z for much smaller velocities which seem to be plausible at least for rocks.
We proceed to present basic results for the model which yields couplings not appearing

in simple mixtures. As we have seen (Section 8.5), in order to obtain expected couplings
between components the thermodynamics of miscible mixtures requires a dependence on
gradients of mass densities. This indicates that such couplings are related to weak non-
local interactions which are described in the simplest case by the second gradients of
deformation12. In the case of porous materials it is su�cient to incorporate a dependence
on the gradient of porosity. This does not mean that models with other second gradients
are not meaningful but, of course, they are much more di�cult to handle. For the pur-
pose of construction of a linear model of Biot’s type it is su�cient to add the variable
N =Grad [100], [102]. The set of unknown …elds given by (531) remains the same, i.e.

V :=
�
  �x  �x F  

�
for (X ) 2 B0�T  (603)

Also the set of balance equations (532)-(536) and the set of constitutive quantities F
(538) do not change. There is a change in the set of constitutive variables in which we
leave out the relative acceleration a but add N Hence, we have

C : =
n
 F �X � GN

o
 G := Grad N := Grad

F = F (C)  (604)

We have to modify as well the simplifying assumptions. We replace the assumptions
5� and 6� by the following ones

12Current partial mass densities  are described by volume changes, say for small deformations
(0 �  ) 0 which, in turn, are given by deformation gradients. Consequently, gradients of current
mass densities describe a dependence on second gradients of deformation.
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5’� The dependence on the gradient of porosity N is linear.
6’� Higher order combinations of variables G �X �N can be neglected.
The analysis of the second law of thermodynamics reveals that the thermodynamical

equilibrium is again de…ned by the relations

Gj = 0 �X
���

= 0 �j = 0 (605)

Vector ‡uxes, instead of (546), and momentum sources, instead of (547), must have
the form

Q =  �X
 �G+N

H =  �X
 +G+N (606)

J = ��X + G+N

F p̂ = � �X
 +�G+ �N (607)

where the coe�cients may be functions of the reduced set of constitutive variables

C0 :=
�
F  �

�
 (608)

The variables F   characterize equilibrium processes ( in equilibrium is not indepen-

dent due to the vanishing relative velocity �X
���

= 0). The dependence on the nonequi-

librium variable � must be treated separately due to its scalar character.
The rest of the analysis is similar to this presented in the previous case. We skip it

and present here only some …nal results for isotropic materials.
The Helmholtz free energy for this model has the following form

 =  +   (609)

 = 
�
      �

�
  = 

�
   �

�
  = 

�1

The partial Piola-Kirchho� stress tensors are given by the relations

P = � 2



F� � �0



�

F�  (610)

P = 


F
+�0



�

F� 

while ‡uxes and sources satisfy the following constitutive relations

H =
1



�
Q� � �X

�
 J =�0

 �X  �0 = 

p̂ = F �X �F�1Grad  ̂ = ��


 (611)

Consequently, in this model there exist equilibrium couplings of partial stresses through
volume changes of components described by  and  as well as nonequilibrium cou-
plings described by the dependence on �. In addition, there are couplings through the
momentum source which are due to the di�usion velocity �X as well as the gradient of
porosity Grad.
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9.4 Linear model

We reduce the above nonlinear model to the linear poroelastic two-component model of
isothermal processes. However we skip all technical details and present only …nite results.
Such a linear model is based on the following set of unknown …elds

�
  vv e 

�
 (612)

where  �   
 �  are macroscopic current partial mass densities of the skeleton

and of the ‡uid, respectively, v v are macroscopic velocity …elds of these components,
e � 1

2

�
B � 1

�
is the macroscopic deformation tensor and  denotes the current porosity.

These …elds must satisfy the following conditions which are the basis for the linearization
of a nonlinear thermodynamical model

max

���e
��  jj 

����
 � 0
0

����
�
� 1 (613)

��e
�� := max

n���(1)
��� 
���(2)
��� 
���(3)
���
o
  :=

0 � 
0

 (614)

where (1) (2) (3) are eigenvalues of the deformation tensor e.
Fields (612) are functions of the spatial variable x 2B, and time  2 T . They must

satisfy …eld equations which follow from partial balance equations by a linear closure.
The partial balance equations appropriate for the chosen model are as follows

- mass conservation laws




+ 0 div v

 = 0



+ 0 div v

 = 0 (615)

- momentum balance equations

0
v


= divT + p̂ 0

v


= divT � p̂ (616)

- balance equation of porosity

 (� )


+ divJ = ̂ (617)

- integrability condition for the deformation tensor

e


= symgrad v  (618)

This condition is related to the existence of a displacement vector u . In the linear model
such a vector leads to relations

v =
u


 e = symgradu
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Then the relation (618) becomes the identity. If we do not introduce the displacement
vector, which is convenient in the wave analysis, then the relation (618) becomes the part
of the set of …eld equations.
The partial Cauchy stress tensors satisfy the following constitutive relations

T0 = T0 + 
1+ 2e +1+(� )1  := tr e  (619)

T0 = �01 0 = 0 �
�
0 +

�
+ (� )

 = 0 (1 + ) 

where  denotes values of the porosity in the thermodynamical equilibrium which cor-
responds to vanishing sources p̂̂. The constant tensor T0 is the initial partial stress in
the skeleton, 0 – the initial partial pressure in the ‡uid, and these quantities as well as
the material parameters       are functions of an initial porosity 0. Certainly
the parameters   correspond to classical Lam� constants while  corresponds to the
classical compressibility coe�cient of an ideal ‡uid. The contribution with the parameter
 is related to nonequilibrium changes of porosity and it may have an important bearing
in the theory of nonlinear waves. It can be shown that it yields small contributions to
volume changes of both components.
The prime is used in the above relations to indicate a form of constitutive relations

which follows directly by the linearization of the full nonlinear thermodynamical model.
These relations shall be modi…ed in the sequel.
The linear constitutive relations for the ‡ux of porosity and for the sources have the

following form

J = �0

�
v � v

�
 p̂ = 

�
v � v

�
� grad ̂ = �� 


 (620)

In the linear model the material parameters �0    are constants depending solely on
the initial porosity 0. Due to this property the contribution of the gradient of porosity
can be incorporated into the partial stresses. Namely if we de…ne modi…ed constitutive
relations by

T := T0 � (� 0)1 T := T0 + ( � 0)1 (621)

then the source in the equations (616) contains solely the contribution of the di�usive
force 

�
v � v

�
.

It is easy to see that the mass density  can be eliminated from the set of …elds by
integration of the mass balance equation (615)1. According to (618) we have




= divv ) 


= �0




)  =

0 � 
0

 (622)

Simultaneously we can solve the porosity balance equation. We have

( � )


+
� 


= �0
(� )


 (623)

Hence

 = 0[1 + +
�0

0
(� )� �0

0

Z 

0

(� )j� �] (624)
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The last contribution describes memory e�ects which are similar to these caused by the
viscosity. In the …rst approximation they can be neglected in models describing acoustic
waves in soils which corresponds to the assumption  ! 1. We shall rely on this
assumption in this Section.
Summing up the above considerations we see that the full linear thermodynamical

model without memory e�ects contains the following essential …elds
�
v v  e 

�
 (625)

which have to satisfy the …eld equations

0
v


= div

�
1 + 2e +1+( � )1� (� 0)1

�
+

+
�
v � v

�


0
v


= � grad

�
�
�
0 +

�
+ (� )� ( � 0)

�
� (626)

�
�
v � v

�


and

e


= symgrad v




= divv   � tr e  (627)

 = 0

�
1 + +

�0

0
(� )

�


If we assume  � 0  � 0, then the set of equations (626) coincides with the set
of Biot’s equations in which the coupling through the added mass was neglected. The
classical Biot’s model does not contain any counterpart of the relation (627)4 for porosity.
In soil mechanics one uses a kind of hybrid extension of Biot’s model in order to specify
13.
Parameters of the model:  + 2

3
    �0 can be found as functions of true

compressibilities of components     and the porosity 0 by means of a generaliza-
tion of the so-called Gassmann-like relations. We shall not present them in these notes
and refer the reader to the work [103]. The remaining parameters  and  as well as 12
if we account for relative accelerations require additional experimental data.

13assuming that the partial ‡uid mass density  , and the true ‡uid mass density  are given one
can calculate the porosity from the relation  =  . However such a statement is useful under the
assumption of incompressibility of the real ‡uid:  = . A similar statement can be formulated
under the incompressibility assumption of skeleton. Both of them are useless in acoustics.
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10 Appendix: Some physical units of quantities in
continuum thermodynamics

A. Units of pressure and stresses
(  and partial pressures in mixtures, Piola-Kirchho� P and Cauchy T;

pressure in SI: 1Pascal=1kg/s2m)

Pa= N
m2 at= kp

cm2 atm bar torr mmWs= kp
m2

1 1.02�10�5 9.87�10�6 10�5 75�10�4 0.102
9.81�104 1 0.968 0.981 736 104

1.013�105 1.033 1 1.013 760 1.033�104
105 1.02 0.987 1 750 1.02�104
133 1.36�10�3 1.32�10�3 1.33�10�3 1 13.6
9.81 10�4 9.68�10�5 9.81�10�5 7.36�10�2 1

B. Units of the force
(body forces b have the SI unit:

�
Newton/m3�; force in SI: 1Newton=1kg�m/s2)

N kp Mp p dyna
1 0.102 1.02�10�4 102 105

9.81 1 10�3 103 9.81�105
9.81�103 103 1 106 9.81�108
9.81�10�3 10�3 10�6 1 981
10�5 1.02�10�6 1.02�10�9 1.02�10�3 1

C. Units of energy and work
(energy density  has the SI unit:

�
Joule/m3�; energy in SI: 1 Joule=1kg�m2/s2)

J kpm kWh kcal erg eV
1 0.102 2.78�10�7 2.39�10�4 107 6.24�1018
9.81 1 2.72�10�6 2.34�10�3 9.81�107 6.12�1019
3.6�106 3.67�105 1 860 3.6�1013 2.25�1025
4.19�103 427 1.16�10�3 1 4.19�1010 2.61�1022
10�7 1.02�10�8 2.78�10�14 2.39�10�11 1 6.24�1011
1.6�10�19 1.63�10�20 4.45�10�26 3.83�10�23 1.6�10�12 1

D. Units of power
(working of body forces b � v, energy radiation , working of stresses P�F



and T � L have SI unit:
�
Watt/m3�; power in SI: 1Watt=1kg�m2/s3)

W kW kpm
s PS cal

s
kcal
h

1 10�3 0.102 1.36�10�3 0.239 0.86
103 1 102 1.36 239 860
9.81 9.81�10�3 1 1.33�10�2 2.34 8.43
736 0.736 75 1 176 632
4.19 4.19�10�3 0.427 5.69�10�3 1 3.6
1.16 1.16�10�3 0.119 1.58�10�3 0.278 1
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Remark: Heat ‡uxes Q and q have SI unit:
�
Watt/m2

�
;

entropy has SI unit:
�
Joule/m3 �K

�
; entropy ‡uxes H and h have SI unit:�

Watt/m2 �K
�
;

entropy radiation  has the SI unit:
�
Watt/m3 �K

�
.
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Index
absolute temperature, 62
acceleration, 14
added mass coe�cient, 131
added mass e�ect, 125
adiabatic exponent, 65
adiabatic isolation, 59
Almansi-Hamel tensor, 14
angle between vectors, 4
apparent body force, 29
apparent body forces, 131
Avogadro number, 57
axiomatic thermodynamics, 36

balance eqs of extended thermodyn., 71
balance equation, 10, 19
balance equation of porosity, 116
balance equations

Eulerian description, 28
Lagrangian description, 24

barycentric velocity, 86
basis, 3
Boltzmann constant, 66

caloric state equation, 65
Caratheodory principle, 60
Carnot’s cycle, 57
Cattaneo equation, 85
Cauchy stress tensor, 28
Cauchy Theorem, 19
Cayley-Hamilton Theorem, 7
centrifugal force, 29
characteristic equation, 7
chemical potential, 68, 94
Clausius-Clapeyron equation, 64
Clausius-Duhem inequality, 46
closure, 30
components of mixture, 85
composition of tensors, 6
concentration of the component, 67
conductivity matrices, 45
conservation law, 10, 23
constitutive relation, 63
constitutive relations, 31
constraint, 106

continuity, 9
continuity principle, 9
contravariant basis, 5
contravariant metric tensor, 5
convexity, 72
Coriolis force, 29
Cosserat media, 22
covariant basis, 5
covariant metric tensor, 4
cross product, 8
current con…guration, 9
cyclic processes, 36

deformation gradient, 9
densities of thermomechanics, 22
density, 18
determinant of tensor, 6
diathermal isolation, 59
di�usion velocity, 86
dimension of vector space, 3
dispersion relation, 73
dissipation, 39, 44
dog and ‡ea model, 32
dyadic product, 6

e�ective partial stress tensors, 107
eigenvector, 7
elastic stress, 80
empirical temperature, 60
enthalpy, 64
entropy, 61
entropy ‡ux

Eulerian description, 28
Lagrangian description, 22

entropy principle, 36
entropy source, 22
equilibrium changes of porosity, 116
equilibrium state, 35
Euclidean transformation, 14
Euclidean vector space, 4
Euler force, 29
evolution equation, 10
extended thermodynamics, 31, 71
exterior product, 7
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fading memory, 85
…eld equations, 30
…eld equations of extended thermodyn., 71
…rst law of thermodynamics, 59
‡ux, 19
four-potential, 72
four-potential for poroelastic materials, 119
Fourier law, 39
free enthalpy, 68, 94
frozen equilibria, 65
function of motion, 9

Galilean transformation, 14
Gassmann-like relations, 136
Gibbs equation, 39, 62
Gibbs free energy, 63
Gibbs thermodynamics, 57
Gibbs-Duhem relation, 70

H-Theorem, 32
Hadamard conditions, 25
heat conductivity, 39
heat exchange, 59
heat ‡ux

Eulerian description, 28
Lagrangian description, 22

Helmholtz free energy, 39, 63
higher gradient model, 106

I-Shih Liu Theorem, 41
ideal gas, 59
ideal walls, 30, 36
incompressibility, 56
inertial body force, 29
inertial body forces, 131
inertial force of relative translation, 29
inner product, 3
internal energy, 22
irreversibility, 32
isometry, 14
isothermal compressibility modulus, 66
isotropic functions, 47
isotropic heat conductor, 44
isotropy, 46
isotropy of materials, 46

Kac model, 34

kinetic temperature, 98
kinetic theory, 32
Kotchine condition, 24
Kronecker delta, 5

Lagrange multipliers, 41
Lagrangian velocity, 111, 121
left Cauchy-Green tensor, 14
Legendre transformations, 63
length of vector, 4
Lie derivative, 17
line element, 8
linear poroelastic two-component model

of isothermal processes, 134
linear transformation, 5
linear viscoelastic solid, 84
Liouville equation, 34
local action, 10
local basis vector, 8
local rotation tensor, 13

main …eld, 73
material objectivity, 51
material singular surface, 29
material time derivative, 18, 28
material vector, 9, 11
material volume, 26
Maxwell relation, 64, 70
mechanical power, 59
memory e�ects, 136
micropolar media, 22
microscopic model, 97
miscible mixtures, 85
mol, 57
mol fraction, 67
Mooney-Rivlin material, 53
motion, 9
multiple temperatures, 85

nonconvective ‡ux, 74
noninertial frame, 29
normal stress e�ect, 83
normal vector, 12

objective quantities, 15
objective relative acceleration, 122
objective time derivative, 16
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orthonormal basis, 5

parametric line, 8
partial balance equations, 86
partial Cauchy stress tensor, 86
partial heat ‡ux, 86
partial mass density, 85
partial Piola-Kirchho� stress tensors, 112
partial pressure, 67
permeability coe�cient, 107
permutation symbol, 8
Piola-Kirchho� stress tensor, 22
Poincare’s cycle, 32
polar decomposition, 12
pore pressure, 107
poroelastic materials

extended thermodynamics, 118
porous material model, 97
principal invariant, 7
principal stretch, 13
principle of equilibrated pressures, 100
principle of frame indi�erence, 47
principle of material objectivity, 47, 52
production, 19
projection of vector, 4
proportionality Theorem (I-Shih Liu), 56

Rankine-Hugoniot conditions, 30
recurrence time, 32
regular point, 22
relative deformation gradient, 16
relative molecular mass, 57
relative velocities, 114
Representative Elementary Volume REV, 98
residual inequality, 38, 44
right Cauchy-Green tensor, 12
rigid body motion, 47
rigid heat conductor, 43
Rivlin-Ericksen ‡uid, 84
Rivlin-Ericksen tensors, 17

saturated poroelastic materials, 120
scalar product, 3
second law of thermodynamics, 10, 32, 36,

71
seepage velocity, 125
semimacroscopic model, 98

semipermeable membrane, 68
simple mixture, 109, 129
simple mixture model, 123
simple tensor, 6
singular surface, 22
skeleton, 98
source, 19
space of con…gurations, 9
spatial elasticity tensors, 80
speci…c entropy, 22
speci…c heat

under constant pressure, 65
under constant volume, 46, 64

spin, 16
stability condition of equilibrium, 40
stability conditions of equilibrium, 66
standard linear solid, 85
state of the system, 57
Sto�zahlansatz, 34
stress relaxation time, 85
stretch tensor, 12
stretching, 16
subbody, 9
summation convention, 4
supply, 19
symmetric hyperbolic system, 73
symmetry group of the material, 47

tensor of second order, 6
tensor product, 6
thermal conductivity, 85
thermal relaxation time, 85
thermal state equation, 64
thermodynamic processes, 36
thermodynamical equilibrium, 40, 46, 119
thermodynamical potential, 63
thermodynamical potentials, 39
thermodynamical process, 71
thermodynamical stability, 10
thermoelastic material, 31
thermomechanical process, 110
thermostatic mixture theory, 67
tortuosity, 120, 125
trace of tensor, 6
transformations

of Newtonian continuum mechanics, 74
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translation space, 3
transpose of tensor, 6
Truesdell’s mixture theory, 86

universal gas constant, 66
urn model, 32

vector product, 8
vector space, 3
velocity, 9, 14
velocity gradient, 14
viscosity coe�cient, 85
viscous ‡uid, 82
viscous stress, 80

Weissenberg e�ect, 83

148


